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ABOUT THE CONFERENCE 
Science and Technology have continuously evolved through decades. EECSE 2019 was organized in 
Nov-2019 and was successful in capturing the development of materials and processing. Department 
of Mechanical Engineering, AIET, Bhubaneswar is organizing EECSE-2019 to showcase recent 
advances in materials processing and applications. In keeping up with the research interest of the 
materials community, EECSE-2019 will provide an update on scientific and technical aspects 
covering broad areas of interests in engineering materials, processing and applications. 

ABOUT THE DEPARTMENT 
The Department of Electrical Engineering, Electronics & Communication Engineering and, Computer 
Science Engineering has been in existence since 2009 with an initial intake capacity of 180 and is 
producing high quality technical manpower needed by State/Central Government, industry, R&D 
organizations, and academic institutions. The Department has full-fledged faculty members who are 
specialized in the fields of Network Device, Control Systems, MATLAB, Power Electronics, 
Electrical Machine Design etc . Modern Laboratories are established in the department for providing 
skill-oriented Hands–on training to all Engineering students while studying. Periodic industry trips 
and visits to various project sites are being arranged. Special guest lectures and seminars are held on a 
frequent basis with an aim to enhance student’s knowledge in particular areas of interest and trying 
hard to transform them of even mild talent to professionals in their field. Already more than 400 no’s 
of alumni have been produced so far, placed in different Government, private, Public & other sectors 
and some of them have pursued higher studies. 

ABOUT THE INSTITUTE 
Established in the year 2009, Aryan Institute of Engineering and Technology (AIET) is one of the 
premier engineering colleges in the self-financing category of Engineering education in eastern India. 
It is situated at temple city Bhubaneswar, Odisha and is a constituent member of Aryan Educational 
Trust. This reputed engineering college is accredited by NAAC, UGC and is affiliated to BPUT, 
Odisha. AIET aims to create disciplined and trained young citizens in the field of engineering and 
technology for holistic and national growth. 

The college is committed towards enabling secure employment for its students at the end of their four-
year engineering degree course. (The NAAC accreditation in the year 2018 vouches for the college’s 
determination and dedication for a sustainable learning environment). The academic fraternity of 
AIET is a unique blend of faculty with industry and academic experience. This group of facilitators 
work with a purpose of importing quality education in the field of technical education to the aspiring 
students. Affordable fee structure along with approachable location in the smart city of Bhubaneswar, 
makes it a preferred destination for aspiring students and parents. 

The Institute works with a mission to expand human knowledge beneficial to society through 
inclusive education, integrated with application and research. It strives to investigate on the 
challenging basic problems faced by Science and Technology in an Inter disciplinary atmosphere and 
urges to educate its students to reach their destination, making them come up qualitatively and 
creatively and to contribute fruitfully. This is not only its objective but also the ultimate path to move 
on with truth and brilliance towards success. 
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 Arya Vihar, Bhubaneswar, Odisha 

CHAIRPERSON’S MESSAGE 

IX



I am glad to note that the Department of Mechanical Engineering is organizing 
an International Conference on “Electrical, Electronics and Computer 
Science Engineering” (EECSE-2019) from 5th November to 7th November 
2019. I am sure that this conference deliberation will be highly stimulating 
embracing advancement in Electrical, Electronics and Computer Science 
Engineering. 

I am sure that this conference will help in understanding the ever-changing 
corporate world and the corresponding reforms in India.  

I congratulate the organizers of the Institute for their sincere effort to organize 
this conference.  
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 Prof. Sasmita Parida 

Director 
Aryan Institute of Engineering & Technology 

 Arya Vihar, Bhubaneswar, Odisha 

DIRECTOR’S MESSAGE 

X



I am immensely happy that the Mechanical Engineering department of our 
Institute is organizing an International Conference on “Electrical, Electronics 
and Computer Science Engineering (EECSE-2019)” (EECSE'19) on 5th 
November 2019 and is going to present a collection of various technical papers 
in the proceeding. 

With the proper guidance of our management, the Aryan Institute of 
Engineering & Technology continues to march on the way to success with 
confidence. 

I also congratulate Convener, staff members, students of our institute for their 
efforts in organizing this conference. 

I wish the conference a grand success. 

With regards, 
 Prof. (Dr.) Shart Chandra Mishra 

Principal 
Aryan Institute of Engineering & Technology 
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As the Convener of the of Conference EECSE’2019, I would like to cordially invite 
all academicians, researchers, and engineers in the broad disciplines of Electrical, 
Electronics & Computer Science Engineering to attend/present their papers at this 
conference. This conference is intended to boost the publication of research papers of 
Electrical, Electronics & Computer Science Engineering faculty members as well as 
be a platform for newcomers to present their technical papers.  However, this 
conference is also open to all researchers throughout India to share their research 
findings. 

The conference will be held from 5th November to 7th November 2019 at AIET, 
Bhubaneswar. Kindly mark your calendar, prepare your submissions, visit our website 
and keep in touch with me for updates.  I hope you all will have a good deliberation 
during the conference and wish you all success in your research work. Looking 
forward to your participation in EECSE’2019. 

With regards, 
 Prof. (Dr.) Amiya Kumar Sahoo 

Dean of Academics, HOD of Computer Science Engineering 
Aryan Institute of Engineering & Technology 

 Arya Vihar, Bhubaneswar, India 

CONVENER’S MESSAGE 
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A R T I C L E  I N F O

Keywords: 
Hypertension 
Deep learning 
Convolutional neural network 
Health management 
Perturbation-based simulation 
Prediction 

A B S T R A C T

The purpose of this paper is to investigate the use of machine learning models to develop a diagnostic system for 
hypertension patients so that people can modify their daily lifestyle to manage their condition. We propose this 
system by adopting the concepts of saliency maps for image data to non-image, lifestyle data with a data 
perturbation simulation technique. We trained the proposed system on a new lifestyle dataset that we extracted 
from a survey on Asian sub-population. The proposed system consists of a convolution neural network (CNN) as 
the diagnostic model, and is combined with simulation techniques to explain the concepts/insights learnt by the 
CNN. We compared classification performance of the CNN model with other baseline models fitted with other 
types of hypertension data including neural network, decision tree and other CNN model from literature. The 
CNN achieved a 68–70% accuracy on training and testing datasets. Comparing with other baseline models, our 
CNN model provided more consistent performance in terms of accuracy, sensitivity, specificity and area under 
receiver operating characteristic (ROC) curve. Using the simulations, we learnt that CNN captured not only direct 
correlation between the variables and the target, but also learnt group-based interactions. Our study reveals that 
age, gender, diabetes status, body mass index, smoking, occupation and education are some important lifestyle 
factors affecting hypertension. Avoiding smoking, maintaining a balanced diet to prevent unnecessary weight 
gaining, regular monitoring of blood sugar level for diabetic care, and stress relief exercise can reduce hyper-
tension risk.   

1. Introduction

Hypertension arises due to persistent level of high blood pressure,
resulting from blood circulation within our body. Lacking symptoms, the 
“silent killer” hypertension is a major public health concern worldwide, 
and an important risk-factor for various non-communicable diseases 
such as stroke, cardiovascular and kidney disease. According to the 
World Health Organization (WHO) estimates, 1.13 billion people have 
hypertension worldwide, and over 80% of them are unable to control the 
condition [1]. Holding Year 2010 as baseline, WHO has taken a global 
initiative to reduce the prevalence of hypertension by 25% by 2025 [2]. 
[2–4] inform that low/middle-income families in South Asian countries 
are at highest risk, a condition worsened by the rare use of artificial 
intelligence (AI) in these regions. Thus, to stay updated with global 
trends to handle current healthcare challenges, it is imperative to 
develop objective, explainable decision-support systems for diagnosing 
and understanding hypertension. 

While correct diagnosis is the first step towards achieving the goal set 
by WHO, the prevalence of hypertension will not decrease if patients are 
not also made aware of how they can manage their conditions within 
their life situations. Moreover, medical data, especially physiological 
data, has a higher chance of capturing the bodily variations that are 
symptomatic of hypertension. However, symptomatic variations do not 
necessarily always lead to effective treatment strategy or condition 
management. For example, medical physiological data can say that a 
patient has high blood pressure, but what should the patient do now? Is 
the patient genetically disposed? Should the patient simply rely on 
medication, or address the stimulation/stressors in his/her daily life that 
is causing the high blood pressure? Since genetic data is not easily 
available (and genetic conditions are not modifiable) and medication 
can be expensive especially for low/middle-income families/countries, 
the effective hypertension management strategy would probably involve 
addressing daily stressors or making changes in lifestyle, along with 
limited intake of medicine if necessary. 
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i. Leverage the predictive performance of a state-of-the-art ML
model, most of which have the reputations of being “black-box” 
models for hypertension diagnosis.

ii. Leverage a post-hoc analysis methodology that does not rely on a
second ML model, and instead tries to explain the feature in-
teractions learned by the primary (and in this case also the
“black-box”) ML model.

iii. Investigate the feasibility of mapping the ‘what’ of the primary
ML model to existing medical literature and knowledge.

Thus, we propose the following approach for this investigation:  

i. To ensure that hypertension diagnosis can be followed up with an
implementable action plan, we extract a life-style dataset (instead
of a physiological dataset), which has not been analyzed for hy-
pertension before, from India National Family Health Survey
2015–16, conducted by International Institute of Population
Sciences, India and Bangladesh Demographic and Health Survey
2011 (BDHS 2011) conducted by National Institute of Population
Research and Training, Bangladesh.

ii. Since image analysis technology from computer vision is one
research area where models have been evaluated for the seman-
tics of feature interactions learned by the primary state-of-the-art
model (without the need for a second ML model), we modify,
adapt and apply it to the lifestyle hypertension dataset. As such,
we use convolution neural network (CNN) as our primary ML
diagnostic model, and the concept of saliency maps to analyze the
new hypertension lifestyle dataset. The adaptation involves a
proposed simulation system that directly probes the trained CNN

using synthetic instance data, and uses the changes in the CNN’s 
response to make inference about the concepts learnt by the CNN  

iii. To evaluate proper adaptation of the technique, we compare the
accuracy of our system with the accuracy of hypertension pre-
diction models found in literature. We also trained a decision tree
on the same dataset to act as a benchmark.

iv. To investigate the feasibility of ML model obtaining medical
knowledge from the dataset, we also compare the insights ob-
tained from our system to insights from: a) statistical methods
(including odds ratio from logistic regression), which are valued
by the medical research community, b) a decision tree, one of the
few intrinsically interpretable ML models, and c) published
literature.

Thus, our contributions in this paper involve: i) creating a deep 
network for hypertension diagnosis using lifestyle dataset for low cost 
management of the condition, ii) providing a way to explain what the 
model has learnt without the aid of a second ML model, iii) adapting and 
interpreting the use of saliency map for non-image data, iv) evaluating 
what the ML model has learnt through comparison with domain 
knowledge, and v) addressing WHO’s goal to reduce cases of hyper-
tension in an Asian sub-population. While the research is still at rudi-
mentary stage, we expect this research direction/approach to increase 
the awareness about healthcare needs and challenges that should be 
addressed by its analytics counterparts such as the ML research 
community. 

In this investigation, we find that despite being a black-box model, 
the primary CNN model is able to find some feature associations that are 
collaborated by statistical methods and existing literature. Based only on 
our analysis of the CNN using the simulation technique (which does not 
consist of a second ML model), the CNN model saw gender, diabetes 
status, age, BMI, arm circumference, marital status, education, indoor 
pollution through smoking and possessing asset as important predictors 
of hypertension. In one interesting case of having geography as a pre-
dictor, the CNN model differed from the results of logistic regression, but 
was supported by existing literature. The CNN model also found some 
feature interactions for which we could not find evidence in literature, 
and thus are not presented in this paper (we list them in the Supple-
mental Material). However, to determine whether these interactions are 
just noise or hypertension patterns human beings have overlooked opens 
up new scientific queries and requires further investigation. 

The rest of the paper is organized as follows: details of scientific 
studies relevant to our research is presented in Section 2. Section 3 de-
scribes the details relating to the methodology used with Sections 3.1- 
3.3 providing the background information about the ML models and 
statistical methods used in this paper. Details of the simulation tech-
nique can be found in Section 3.4, while information about the dataset is 
presented in Section 3.5. Section 4.1 presents the performance evalua-
tion of the ML model (CNN), the comparisons, and our discussion about 
its performance. The results and discussion from the simulation to 
investigate what the CNN model learnt is provided in Section 4.2. We 
conclude with highlighting the limitations of our work and a brief dis-
cussion about future work. 

2. Related works

For comprehensive understanding and comparison, we divide this
section into four subsections. 

2.1. Dataset, model, model explanation 

In this subsection, we describe research work that used ML models 
for hypertension diagnosis. We compare each work in terms of the 
methodology approached e.g. the dataset type, the model type and the 
effort placed in understanding the model. 

Lifestyle dataset, different model type, no model explanation: The work 

It is tempting to approach this problem with a simple diagnostic 
analysis using ML models. However, most analysis using ML models for 
diagnostic purposes stop at ML model predictive performance evalua-
tion using metrics such as specificity, sensitivity, precision, f1-score, etc. 
While these evaluation metrics are standard in ML research community, 
they do not provide any insight into ‘what’ the ML model has actually 
learnt e.g. is the ML model diagnosing a patient with hypertension 
because of long history of stress, one instance of stressful experience or 
patient’s gender? Does the model detect a correlation stress and gender? 
If the model detects a correlation (or not), should the correlation exist 
based on our current knowledge in medicine? Thus, the ‘what’ of ML 
models is directly related to the appropriate actionable strategy for 
managing a particular health (in this case, hypertension) condition, and 
this is likely to vary from patient to patient. After all, to make lifestyle 
changes, the affected person first needs to identify which lifestyle vari-
able needs to be changed. And while some ML models, such as logistic 
regression or decision tree, have the ability to explain the ‘what’, they do 
not perform well on complex datasets that have non-linear patterns 
across class. 

To the best of our knowledge, even though recent years have seen an 
explosion of research in this area (discussed in Section 2), currently 
there is no easy solution to this trade-off between the ‘what’ and per-
formance of ML models, and many of these studies focus on using a 
second ML model (often a linear regression or decision tree model) as a 
post-hoc analysis to approximate the primary ML model under consid-
eration. While this a valid approach, with the advantage that the pri-
mary ML model retains its performance capabilities, the feature 
interactions learnt by the primary ML model remains unexamined by the 
second model. In other words, feature interactions of the second model 
are used as approximation for the primary model, but there is no direct 
evaluation for this approximation except for the fidelity measure, which 
simply checks whether the primary and secondary models both provide 
the same label for a given instance. To complicate matters further for 
healthcare research, there is no easy way to automatically incorporate 
current medical knowledge into the evaluation of ML-based diagnostic 
models. Thus, in this paper, it is our aim to:  
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most similar to our research is [5] in that it also uses a lifestyle dataset 
and makes some ad-hoc effort to analyze the feature. However, their 
dataset was collected from an American population, and not South Asian 
population to address the WHO goal. Also, their ad-hoc effort (unlike our 
use of post-hoc simulation to explain CNN) to choose the important 
features for hypertension diagnosis using logistic regression is best 
described as a feature selection technique. Their approach involves 
using logistic regression to choose the important features, and then 
using this reduced feature set, they use an artificial neural network 
(ANN) with one fully connected hidden layer as the diagnostic model 
and uses the general ML metrics (accuracy, specificity, sensitivity, and 
area under the ROC curve) for model evaluation. The CNN model we 
used is based on two convolution layers along with layers for 
max-pooling and flattening (Fig. 1). 

Different dataset type, same model type, no model explanation [6]: is 
closely related as they also used a CNN model to predict hypertension; 
however, they use a different CNN architecture that is more conducive to 
handling physiological and waveform data consisting of three pairs 1D 
convolution layers and pooling layers with ReLU as the activation 
function. The physiological dataset they use is taken from the public 
domain MIMIC II Waveform Database Matched Subset, and consists of a 
time series set of eight physiological parameters (HR, ABPSys, ABPDias, 
ABPMean, CVP, PULSE, RESP, and SpO2) collected every minute for 1 h. 
Unlike this work [6], neither uses lifestyle dataset nor provides expla-
nation of what their CNN model is learning. 

Different dataset type, different model type, no model explanation: [7,8] 
does not match our approach to any extent other than the fact that they 
too address hypertension diagnosis. Both uses one hidden layer artificial 
neural network (ANNs) with physiological data, focusing on features 
like blood pressure, high cholesterol, etc., and provide to model expla-
nation. In this category, with regards to predicting hypertension, there 
are many other works in the literature that contributed greatly by 
making use of medical data (for example - electronic health records, 
echocardiogram, cardiorespiratory data, physiological waveforms and 
other clinical data), but do not directly relate to the work we are doing in 
terms of research approach [9]. used classification trees on college 
student data [10], applied Bayesian framework on respondents from 
Northeast Germany, and [11] studied prediction of echocardiographic 
pulmonary hypertension. Using different machine learning techniques 
[12], investigated hypertension risk by cardiorespiratory fitness data, 
whereas [13] used Canadian Primary Care Sentinel Surveillance 
Network data (clinical data) with a fully connected neural network 
(ANN). 

Since [5,6] matches our approach to a certain extent, we use their 
models’ performance (along with few others) as comparisons for our 
model in Section 4.1. Also, as can be seen from above, currently most 
hypertension studies aim to use state-of-the-art (deep and neural net-
works) diagnostic models, but provide no evaluation for what the model 
has learnt. Thus, in the next subsection, we provide the computational 
techniques that have been proposed to explain what is learnt by ML 
models. 

2.2. Model explanation strategies 

Multiple methods have been proposed over the last few years to solve 
the accuracy and interpretability trade-off problem of ML models. 

Among many others, these included the use of fuzzy logic to interpret 
neural networks [18], the use of linear models in the locality of an 
instance through data perturbation [19], the use of trained deep 
network results to train a decision tree, and the use of decision tree 
structures to train deep networks [20]. While these methods have their 
own merits [18], can only be used on neural networks, but not on other 
types of networks such convolutions networks, recurrent neural net-
works, etc. [20] achieved to create a decision tree very close to the ac-
curacy of the deep network, but did not explore the deep network as a 
prediction model and instead treated it as the ‘Oracle’. While using the 
deep network as an Oracle and using it to train the decision tree gives us 
some explanation, it still does not address the problem of whether the 
deep network originally learnt the right concepts from the data [19]. 
was the only one that attempts to explain the concepts learned by a 
complex decision model, but used a second linear classifier to explain 
only the locality of the boundary decision. In doing so [19], ignored the 
overall/global correlations that maybe present within the dataset, and it 
only explored the complex model indirectly through the lens of the 
simpler linear models. Also [19], focuses on text data only. 

2.3. Application of CNN in healthcare other than hypertension 

There is a plethora of research that uses CNN models in healthcare 
application. In this section we present a few of those articles to provide 
the breadth of the application area [42]. presents a case where a CNN 
model is used to create a general patient similarity network with elec-
tronic health records (EHR) patient [43]. uses a deep CNN model to 
identify indicative epileptic signatures in EEG (electroencephalogram) 
time series data. In an application of non-contact radar system to detect 
irregularities in respiration patterns [44], showed that 1D CNN model 
had a 15% higher accuracy than traditional ML models. ECG (electro-
cardiogram) time series data has the ability to capture abnormalities in 
the heart beat, including atrial fibrillation, and [45] achieves an accu-
racy as high as 89.60% in detecting atrial fibrillation using a 
LSTM-based (long short-term memory) CNN. In a very interesting 
human-machine system, [46] uses a CNN model to process low-quality 
images of head movements of disabled people to move the mouse on a 
computer screen. 

Examples of other data driven systems solving medical problems but 
not involving hypertension include research on weight loss [14], obesity 
study [15], and evaluation of program cost effectiveness and classifi-
cation of electronic health records [16,17]. 

2.4. Our approach 

Unlike the methods (which are all great contributions in their own 
right) alienated above, the motivation for our methodological approach 
is to leverage the concept of saliency maps on non-image dataset. 
Generally, when used on a CNN trained on image data, a saliency map 
portrays the pixels of images that have the maximum contribution to the 
decision made by the model [21]. Saliency maps has the ability to 
inform about whether a CNN model classify based on presence or 
absence of target feature, or whether it is learning any latent feature 
related to the target feature. Thus, comparing the changes in the saliency 
maps due to changes in the input can guide researchers to investigate the 
concepts learnt by a CNN [21–23]. Thus, we propose to use a CNN as the 

Fig. 1. Convolution Neural Network architecture to predict hypertension.  
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3. Materials and methods

In this section, we briefly describe the CNN architecture used in this
paper, the baseline models, statistical methods, proposed simulation 
technique, the details of the dataset and the pre-processing steps. 

3.1. Convolutional neural network (CNN) as the diagnosis model 

Due to their ability to find hidden relations in datasets, CNN models 
have been widely used as the prediction/diagnostic tool for various 
healthcare research. Its use of i) convolution layers, well known for 
selecting important features related to the target classification [24], ii) 
batch normalizer, for achieving fast convergence [25], and iii) dropout 
layers, to avoid possible overfitting [26], make it a highly efficient 
computational tool. Thus, for this paper, we use the CNN architecture 
presented in Fig. 1. Rectified linear units (ReLU) is used as the activation 
to address exploding/vanishing gradients [27]. Since our research 
consists of binary classification (hypertension versus normal) and class 
probability to aid personalized treatment, we use SoftMax activation 
function in output layer. 

CNN is a multilayer deep neural network architecture which employs 
input layer, convolution layer, pooling layer, fully connected layers and 
output layer where the convolution layer is the core component of the 
structure. The local features are extracted from the input signal through 
convoluting by the convolution layer where the neurons belonging to 
same feature map share weights [6]. In this paper, as we have tabular 
form of data, we implemented one dimensional convolution layer. 
Features extracted from the convolution layer are normalized before 
transferring to the next layer. A pooling layer is added after two suc-
cessive convolution layers followed by respective normalization. Next 
we add fully connected layers and output layer. 

Convolution layer produce multiple feature maps which consist of 
multiple neurons where each neuron is connected through convolution 
kernel (weight matrix) to the upper feature surface. Different input 
features are extracted from the input by convolution operation here. The 
output of convolutional layer is computed by the dot product of input 
and weight factor of the kernel. In this study, we implemented two 
convolutional layers (Fig. 1). Rectified linear unit (ReLU), an activation 
function which prunes negative values to zero and keep positive values, 
is implemented to obtain feature map which is determined by the filters 
[6,43,46]. Considering the input denoted by Xa

i,j, the feature value Ya+1
i,j,k 

at the location (i,j) of kth feature map in (a+1) convolutional layer is 
calculated by, 

Ya+1
i,j,k = Wl

k . Yl
i,j + bl

k

where Wl
k is the weight vector of the kth filter on lth layer and bl

k is the 
corresponding bias component. In this paper, the first convolutional 
layer (CONV1) implements 48 filters; yielding a feature map of size (35, 
48). Before transferring to the next convolution layer (CONV2), the 
feature values are normalized without changing dimension of the map. 
The second convolution layer implements ReLU activation function to 
produce 24 filters on the output of CONV1; yielding feature map of size 
(32, 24). The feature value obtained from the second convolution layer 
are again normalized before feeding to pooling layer [6,43,46]. 

Feature maps produced at convolution layers are often with high 
dimensions which need summarization to important signals. Pooling 

layers are often added next to convolution layers which efficiently 
reduce feature map dimension through achieving shift-invariance. The 
invariance includes any transformation, rotation, scaling, summarizing, 
and identifying existence of certain features. Other important contri-
butions of pooling layer are retaining important features while reducing 
dimensions of the parameters and preventing overfitting. For feature 
map Ya

i,j,k, the pooling layer output will take the expression as, 

Qa+1
i,j,k = pool

(
Ya+1

m,n,k

)
,∀(m, n) ∈ βi,j

where βi,j is local neighborhood around location (i,j). In this paper, we 
implement maximum pooling (max-pooling) layer which reduces 
feature dimension to (16,24) whereas average pooling is also very 
common in literature. After max-pooling, a flattening operation has 
been carried out to convert feature map into a one dimensional vector of 
size 384 using δL

flatten = flatten(δL
i,j) and the output vector is fed to a fully 

connected layer [6,43,46]. 
The main task of fully connected layer is to integrate the feature map 

of multiple convolution layer which are useful for classification. In this 
paper, we implement two fully connected dense layers having node size 
12 and 8 respectively. ReLU activation function is used in both of the 
dense layers whereas the second dense layer is fully connected with the 
output layer having two nodes which is equal to the classification size. 
Softmax activation function is used to connect with output layer from 
the second dense layer [6,43,46]. 

3.2. Description of baseline models: decision tree and other neural 
network (NN) models from literature 

Decision tree classification is one of the most popular classification 
techniques, which is both simple and explainable in terms of input 
features. The decision rules explicitly illustrate the feature contribution, 
which determine whether an instance will belong to positive or negative 
class. In this study, we implemented decision tree, DT (baseline), as a 
baseline model for both accuracy and concept comparison. To minimize 
misclassification probability, Gini impurity criterion was used. Besides, 
maximum tree depth of five and maximum leaf node of 20 were chosen 
based on optimum area under ROC value of train and test datasets. 

The second baseline model, NN_lifestyle (baseline), from Ref. [5] used 
multilayer perceptron neural network where the data were balanced 
using under-sampling technique. The model had one hidden layer fully 
connected with 11 input nodes for respective features such as age, sex, 
education, marital status, income, weight, height, exercise, diabetes 
status and others. Besides, they used Tanh activation function in hidden 
and output layers. We use this model for accuracy comparison only. 

The final baseline model, CNN_other (baseline), from Ref. [6] used 
CNN framework to predict hypertension using eight physiological var-
iables. They compared performance of CNN with other machine learning 
models like K-nearest neighbors, random forest, naive Bayes, logistic etc. 
and identified CNN as the best performing model in terms of maximum 
accuracy. The CNN framework implemented three convolution layers 
separated with three pooling layers and a fully connected layer. They 
also identified ReLU activation function performing better than sigmoid 
and Tanh activation functions [6]. This model is used in this paper for 
accuracy comparison only. 

3.3. Statistical method used for validating the concepts learned by CNN 

In healthcare research, statistical analysis is considered more reliable 
because their results are easily interpreted. Thus, we used chi-squared 
test and odds ratio for benchmarking variable associations. These sta-
tistical tests handle the categorical and continuous variables in our 
dataset. 

diagnostic model, and propose a simulation technique that computes the 
changes in CNN output (e.g. saliency map for non-image data) for each 
change in the input values, such that it can handle both continuous and 
discrete feature variables. Note, the research approach we propose here 
is not restricted to the CNN architecture we use in this paper. For ac-
curacy comparison we establish baseline models, and to validate the 
concepts learnt by the CNN we use statistical test, innately interpretable 
machine learning models, and published data. 
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Algorithm1- Algorithm: Categorical Simulation.  
Input: dataset, n1, n2, CNN 

1) Randomly choose n1 positive patient instances (i.e. hypertensive cases), and n2 
negative patient instances (i.e. non-hypertensive cases) from the dataset. 
2)For each chosen instance, I(id, Xid, label), 

a) Calculate base probability for the instance, e.g. CNN (I(id, Xid, label)) 
b) Set x’ to the continuous variables in Xid. 
C) Let F be the list of all T categorical variables, where each variable takes on m 

different values. 
d) For t ∈ {1,2, …, T}, do:

i. Set Ft to the tth variable in F. 
ii. For k ∈ {1, …, m}, do:

- Create instance, I(id, Ft = k, x’, ~) 
- Find probability, p = CNN (I(id, Ft = k, x’, ~)); 
- Store p. 

Output: Probability of each I(id, Ft = k, x’, ~) of acquiring hypertension (over all 
values of t and k), which corresponds to labels for the created instance.  

For the Continuous Simulation, each of the continuous variables is 
assumed to follow a normal distribution, and is standardized accord-
ingly before training of the CNN model and executing the simulation. 
The algorithm for Continuous Simulation is similar to Algorithm 1, but 
has the following changes:  

1) The respective categorical variables will remain same (Step 1) and
held constant (Step 2b)

2) F contains all T continuous variables (Step 2c).

We run this simulation on 2000 subjects (1000 with hypertension,
and 1000 healthy individuals) and 8 subjects (4 hypertensive and 4 
normal) to infer the concepts learnt from categorical features and 
continuous features respectively (result is provided in Section 4.2, 
Table 4 and Fig. 6). 

3.5. Dataset description 

The dataset was gathered from two national representative, cross- 

Table 1 
A list of 12 binary, 4 continuous (F1, F2, F6 and F15), and 6 are categorical 
lifestyle variables with multiple values.  

SI. Variable Description SI. Variable Description 

1 Total number of household 
member [F1] 

12 Household has cycle [F12] – yes or no 

2 Age of the respondent [F2] 13 Has land [F13]– yes or no 
3 Gender [F3] – male or female 14 Has livestock [F14]– yes or no 
4 Area [F4] – rural or urban 15 Arm circumference [F15] 
5 Self-reported diabetes status 

[F5] – yes or no 
16 Cooking inside the room [F16]– yes or 

no 
6 Body mass index (BMI) [F6] 17 Marital status – currently married 

[F17v1], divorced/ separated/ widowed 
[F17v2], or never married [F17v3] 

7 Household members smoke 
inside the house [F7] – yes or 
no 

18 Education status – higher than secondary 
[F18v1], no education [F18v2], primary 
[F18v3], secondary [F18v4] 

8 Country [F8]– Bangladesh or 
India 

19 Occupation of respondent – not working 
[F19v1], agricultural work[F19v2], non- 
agricultural work [F19v3], domestic 
worker [F19v4], or mid to high level job 
[F19v5], others [F19v6] 

9 Household has electricity 
[F9]– yes or no 

20 Water source - other improved drinking 
water sources [F20v1], piped water on 
premises (improved source) [F20v2], 
unimproved drinking water sources 
[F20v3] 

10 Household has radio [F10]– 
yes or no 

21 Floor material – cement principal 
[F21v1], dirt/sand/dung principal 
[F21v2], or wood/plank principal [F21v3] 

11 Household has refrigerator 
[F11]– yes or no 

22 Roof material – cement principal [F22v1], 
dirt/sand/dirt/ plastic/others [F22v2], or 
wood/plank/stone/tin principal[F22v3]  

3.3.1. Chi-squared test 
The chi-squared is a type of statistical hypothesis test, which is used 

to determine whether the frequency of occurrence of a variable is sta-
tistically significantly different between two (or more) target groups, in 
our case normal individuals versus individuals with hypertension. If the 
two groups are significantly different, i.e. the variable value is depen-
dent on the target group; the associated p-value will be less than 0.05 
with the error rate held at the most widely used value of 5%. Since chi- 
squared test uses frequency counts of variables, it is most commonly 
used with categorical variables. 

3.3.2. Odds ratio (OR) 
The odds ratio, OR, measures the magnitude of association between 

the target variable and the variable of interest, and a 95% confidence 
interval can be constructed (with an associated p-value) for the OR 
values to obtain an indirect evidence of significance. If OR = 1, then 
variable of interest does not affect the target variable (or the odds of 
outcome); if OR>1, the variable of interest is associated with higher 
odds of outcome; otherwise, the variable of interest is associated with 
lower odds of outcome. It can be calculated taking the exponent of the 
coefficients obtained from logistic regression. Besides, it can be used 
with both categorical and continuous variables. 

3.4. Simulation algorithm to understand the concepts learnt by the trained 
CNN 

To explore the concepts learnt by CNN, we design a data- 
perturbation simulation on a trained CNN, which learns a class distri-
bution. Since data are expected to contain continuous and categorical 
variables, we conduct two simulations: i) the Categorical Simulation for 
assessing the categorical features, and ii) the Continuous Simulation for 
assessing the continuous features. We denote a general patient instance 
as I(id, Xid, label), where id is a positive number for identifying indi-
vidual patient, X is the set of all features for patient, and label is the 
associated class label. During both simulations, each iteration is denoted 
with t ∈ {1,2, …, T}, and each newly-created instance is denoted as I(id, 
Ft, x’, label), where F is the set of changing variables, Ft is the feature/ 
variable under consideration during t, Ft ∈ F, F is a subset of Xid, and x’ 
are the variables that are kept constant. 

For both (Continuous and Categorical) simulations, each iteration 
starts with one randomly chosen true instance, I(id, Xid, label), from the 
real data with Xid containing the attribute information and label con-
taining the class label. Both simulations divide Xid into two subsets, F 
and x’. For Categorical Simulation, F is equal to be the set of all cate-
gorical variables and x’ is equal to the set of all continuous variables; for 
Continuous Simulation the opposite is true i.e. F is equal to be the set of 
all continuous variables and x’ is equal to the set of all categorical 
variables. Holding x’ fixed, both simulations go over each attribute, Ft, in 
F and create multiple new artificial instances I(id, Ft = k, x’, ~), where k 
is any feasible value allowed in the real dataset for Ft. ~ is used to denote 
that this new instance is not assigned to any class. If Ft is categorical and 
has m different nominal values then k takes on the (m-1) different 
nominal values to create (m-1) new artificial instances. There are (m-1) 
new instances because at least one nominal value of the categorical 
variable is in form of the real data. If Ft is continuous, then value of k is 
derived from the estimated distribution of the variable; the distribution 
is sampled multiple times to create multiple new instances. The newly 
created instances from I(id, Xid, label) are then passed through the 
trained CNN and changes in the CNN response (probability of class 
membership) are recorded. The algorithm for running the Categorical 
Simulation is given in Algorithm1 and a sample output of the Categorical 
Simulation can be found in Table 4. A sample output of Continuous 
Simulation can be found in Fig. 6. Both simulations are run using the 
same trained CNN. 
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sectional health surveys – conducted by the International Institute of 
Population Sciences, India and National Institute of Population Research and 
Training, Bangladesh. The survey in Bangladesh was conducted on 2011 
which was the sixth Bangladesh demographic and health survey based 
on a two-stage stratified cluster sampling method. About 18,000 resi-
dential households were selected in both rural and urban areas where a 
subset of eligible samples was selected for biomarker component such as 
blood pressure, blood glucose, height, and weight measurements. On the 
other hand, the survey conducted in India, the fourth National Family 
Health Survey (2015–16), was also employed two stage stratified cluster 
sampling technique. The respondents were chosen in such a way that the 
state territory and district representation as well as rural-urban level 
estimation was effectively performed. In total 699,686 eligible women 
of reproductive age and 112,122 men were interviewed whereas a 
selected number of respondents were provided biomarker components. 
In general, both of the survey collected background information of re-
spondents, reproduction, family planning, maternal and child health, 
child nutrition, anthropometric and biomarker information of the 
respondents. 

Patients with systolic blood pressure ≥ 140 mmHg, or 
diastolic blood pressure ≥ 90 mmHg, or who were taking hypertensive 
medication at time of the surveys were labeled as positive instances for 
hypertension [28–30]. [2,28,29,31] suggest relevant variables, whose 
details are given in Table 1. Out of all respondents in the surveys, 226, 
953 were included in this study for having relevant feature information, 
resulting in 194,728 with normal blood pressure (negative class) and 32, 
225 with hypertension (positive class). Out of all respondents in the 
surveys, 226,953 were included in this study for having relevant feature 
information, resulting in 194,728 with normal blood pressure (negative 
class) and 32,225 with hypertension (positive class). Tables 2a and 2b 
shows six samples with 22 variables from the dataset. 

Preprocessing the dataset: Since the dataset is imbalanced (with 16% 
positive instances), we used a random oversampling method (using 
Scikit-learn library of Python) to ensure the proper training. Before 
training, the continuous features were transformed into respective 

standardized form, and all the categorical features were binarized. For 
example- F6 with range 70.21 (min: 4.87, max: 75.10), takes on the 
standardized values with range 17.12 (min: − 4.11, max: 13.00), while 
F16 takes on the values of either 0 or 1. 

4. Results and discussion

In this section, we present the performance of CNN as a diagnostic
tool and compare it to accuracies obtained from baseline models and 
models from literature. Next, we will compare the concepts learnt by 
CNN with the correlations obtained from statistical tests, decision tree 
trained on the new lifestyle dataset, and evidence found in literature. 

Six samples from the dataset with class label (“Hyp”) variables 1 through 14. The abbreviations used in this table are explained as follows: “Mem” is the number of 
family members, “Gen” is gender of the subject, “Area” refers to whether person lives in rural or urban area, “Diab” indicates whether subject has diabetes or not, 
“Hhsm” refers to in-house smoking, “Coun” is the country the subject lives in, “Elec” indicates whether subject has electricity. “Rad”, “Refr”, and “Cyc” refers to 
whether the subject owns a radio, refrigerator, and/or cycle respectively. “Lstk” stands for livestock.  

Hyp Mem Age Gen Area Diab BMI Hhsm Coun Elec Rad Refr Cyc Land Lstk 

0 6 58 0 0 0 21.1 0 1 1 0 0 0 1 1 
0 5 36 1 0 0 20.6 0 1 0 0 0 0 0 1 
0 2 55 0 0 0 17.1 0 1 0 0 0 0 0 1 
0 5 55 1 0 0 18.5 0 1 1 0 0 0 1 1 
0 5 48 0 0 0 26.8 0 1 1 0 0 0 1 1 
1 6 70 0 0 0 15.3 0 1 1 0 0 1 1 1  

Table 2b 
This is a continuation of Table 2.1, with the same samples for variables 15 through 22. “Crm” stands for cooking facilities within the room, “Mar”and “Edu” indicates 
marital and education status respectively. “Occ” stands for occupation and “Wa-Sou” for water source. “Floor” and “Roof” refers to the material used for their respective 
construction.  

Arm Crm Mar Edu Occ Wa_Sou Floor Roof 

26 0 Currently married No 
education 

c1_not working Other improved drinking 
water sources 

dirt/sand/dung or other as 
principal floor 

wood/plank/stone/tin 
principal roof 

28 0 Currently married Primary c4_domesticworker Other improved drinking 
water sources 

dirt/sand/dung or other as 
principal floor 

wood/plank/stone/tin 
principal roof 

23 0 Currently married No 
education 

c1_not working Other improved drinking 
water sources 

dirt/sand/dung or other as 
principal floor 

wood/plank/stone/tin 
principal roof 

26 0 Currently married Secondary c5_midhi Other improved drinking 
water sources 

dirt/sand/dung or other as 
principal floor 

wood/plank/stone/tin 
principal roof 

25 0 Currently married Secondary c1_not working Other improved drinking 
water sources 

dirt/sand/dung or other as 
principal floor 

wood/plank/stone/tin 
principal roof 

22 0 Divorced/Separated/ 
Deserted/Widowed 

No 
education 

c1_not working Other improved drinking 
water sources 

dirt/sand/dung or other as 
principal floor 

wood/plank/stone/tin 
principal roof  

Fig. 2. The convergence curve of the CNN model.  

Table 2a 
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4.1. Diagnosis accuracy of CNN 

The CNN was implemented in TensorFlow using Keras (Python 3.7) 
with binary cross-entropy as the loss function, and the Adam optimizer 

as the loss minimizer, which we define as CNN_lifestyle [24,32]. The 
dropout rate was set to 20%. 80% of the dataset were used for training 
and the rest for testing. We implemented decision tree (DT) as one of our 
baseline models for both accuracy and interpretability purposes. The 
literature models are used as baseline models for accuracy and perfor-
mance only. The model accuracy and loss over the different epochs 
during the training phase is given in Fig. 2. 

We implemented another recently proposed model, which is sup-
posed to retain deep learning accuracy while being easier to interpret 
[20]. This model, also known as the distillation of CNN into soft decision 
tree (DT_distill) model. DT_distill is also included in our results for accuracy 
comparison. The binary soft decision tree incorporated learned filter Fi 
and bias bi in each inner node i where as a whole it learned a hierarchy of 
filters with brunching decision based on the probability, pi(X) = σ(XFi +

bi); here X is the input and σ is the sigmoid logistic function. Each 
sample was assigned to a particular bigot associated with a path proba-
bility and learned distribution of possible output classes [20]. Table 3 
presents classification results over four evaluation measures for CNN. 

The models NN_lifestyle [5] and CNN_other [6] were used as two of the 
benchmark models from literature for evaluating the performance of our 
CNN_lifestyle as a diagnosis model. While NN_lifestyle seem to have higher 
accuracy for predicting hypertension, it can be seen from Table 3 that 
NN_lifestyle has a very low sensitivity. Sensitivity less than 50% means 
that the model is not good at distinguishing true positives, and has a high 
number of false negatives. High sensitivity alone means that NN_lifestyle is 
good at recognizing the normal instances only; we got similar results 
with our model using the imbalanced dataset (not presented in Table 3). 
In comparison, our model is better at detecting both hypertension and 
normal instances. Since the specificity/sensitivity is not known for 
CNN_other, we cannot provide similar comparison, but we do expect 
physiological data to have a more direct correlation with hypertension 
than lifestyle choices. However, a CNN trained on physiological data 
cannot be used for actionable treatment plan in terms of lifestyle 
choices, and cannot recommend medication to patients. A thorough 
diagnosis model for hypertension requires both physiological and life-
style data. However, collecting such dataset requires immense effort and 
coordination. 

The CNN_lifestyle performs slightly better than decision tree model. 
Moreover, the distillation of CNN into a soft decision tree exhibits high 
training performance but the test sensitivity is not satisfactory (this 
might also be an indicator that this model requires more data for proper 
training than is currently available). Thus, we have not included the 
distilled model as a baseline model. 

4.2. Understanding the diagnosis model 

4.2.1. Interpretation results from statistical results 
To compare the CNN performance on learning correlation between 

hypertension and features, we performed statistical analysis on our 
dataset. The chi-square test was used to check the association of each 
feature with hypertension. All features had a p-value less than 0.01, 
showing that they all contribute to hypertension classification. 

We also performed a simple logistic regression to find the odds ratios 
[33] of being hypertensive and assess statistical significance. Broadly,
we found that being male, living in urban area, being diabetic, living in
Bangladesh, having electricity and related appliances, having no or
low-level education, doing mid or high-level job, being older, having
higher BMI and/or higher arm circumference significantly increased the
odds of the getting hypertension. More specific results are presented in
Supplementary Materials (Tables S1 and S2).

4.2.2. Interpretation results from decision tree 
Fig. 3 shows decision tree diagram which depicts the classification 

flow of hypertension. First, the root node of training dataset was age (x1) 
which created two subsets based on age of 30. For people of age less than 
30 years, an internal node split the subset into two based on BMI (x5) of 

Model  Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

AUC (%) 

CNN_lifestyle Train 70.0 71.1 69.0 77.0 
Test 68.4 69.0 68.4 74.4 

DT (baseline) Train 67.7 72.7 62.8 73.6 
Test 64.4 73.7 62.8 73.9 

DT_distill Train 88.3 84.1 92.6 94.4 
Test 70.0 64.0 71.0 71.1 

NN_lifestyle 

(baseline)  
72 46.7 85.4 77.0 

CNN_other 

(baseline)  
90.0 Not 

reported 
Not 
reported 

Not 
reported  

Table 4 
Simulation of Categorical Features on the chosen data instances.  

Feature Feature value Average probability change 

Gender Male 0.056 
Female − 0.055 

Area Rural − 0.001 
Urban 0.003 

Diabetes status No − 0.067 
Yes 0.065 

Smoking inside the house No − 0.012 
Yes 0.013 

Country Bangladesh − 0.012 
India 0.042 

Electricity No − 0.015 
Yes 0.004 

Radio No 0.002 
Yes − 0.010 

Refrigerator No 0.007 
Yes − 0.009 

Cycle No 0.042 
Yes 0.003 

Land No − 0.005 
Yes 0.004 

Livestock No − 0.005 
Yes 0.001 

Cooking inside the room No 0.017 
Yes − 0.011 

Marital Status Married 0.001 
Divorced − 0.003 
Never Married − 0.001 

Education No education 0.019 
Primary 0.009 
Secondary − 0.010 
Higher than secondary − 0.009 

Occupation Not working 0.017 
Agricultural − 0.017 
Non-agricultural − 0.015 
Domestic worker − 0.025 
Mid to high level 0.017 
Others 0.006 

Water source Piped water 0.007 
Other improved − 0.004 
Unimproved 0.001 

Floor material Cement − 0.009 
dirt/sand/dung 0.009 
wood/plank 0.011 

Roof material Cement − 0.015 
dirt/sand/dung − 0.004 
wood/plank 0.025  

Table 3 
Performance of deep-network model on training and testing data set. AUC = 
Area Under the ROC Curve.CNN_ lifestyle, DT (baseline), and DT_distill are models 
trained by us using the new lifestyle data. The other two models are from 
literature and trained on physiological data.  
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22.8, but for people over 30, the BMI cut point was 23.3. An interesting 
pattern was that male (x2) respondents under 30 years of age and having 
BMI 22.3 or more were identified as hypertensive but the respective 
female (x2) respondents had normal blood pressure. The decision tree 
algorithm also included arm circumference (x14) as splitting rule of in-
ternal node for age group of 22–30 years but seems redundant because of 
labeling normal case for both of the leaf nodes. 

4.2.3. Interpretation results from simulations 
Our input domain consists of two types of features – categorical and 

continuous. The main purpose of the categorical and continuous simu-
lations of respective feature is to quantify the probability contribution of 
being hypertensive. For categorical simulation, we change one category 
at a time and compared the probability contribution. For continuous 
simulation, probabilities are being plotted against valid domain of 
respective continuous feature. 

5. Results from categorical simulation

The Categorical Simulation was conducted by setting both n1, and n2 
to 1000. This is equivalent to choosing one thousand hypertension 
(positive) instances and one thousand normal (negative) instances for 
the simulation which the CNN model classified accurately. For example, 
let two instances are represented by I(1, Ft, x’ = [Age = 35 years, Family 
Member = 4, BMI = 20.28, Arm Circumference = 28 cm], label = 0) and I 
(2, Ft, x’ = [Age = 35 years, Family Member = 4, BMI = 20.28, Arm 
Circumference = 28 cm], label = 1), where t ∈ {1,2, …, T = 18}. For 
brevity, we refer to them as I(1, X1, label = 0) and I(2, X2, label = 1). 

The base probability that CNN predicted before the simulation 
started for instances I(1, X1, label = 0) and for I(2, X2, label = 1) are 
0.442 (normal) and 0.592 (hypertension), respectively. As the Cate-
gorical Simulation proceeds, according to the Algorithm1, the value of 
one categorical feature is changed during each iteration to create a new 
instance. For example, in the first iteration of the simulation, Ft is chosen 
to be “Gender” for the instances and change to 1 from 0 for I(1, X1, label 
= 0) and to 0 from 1 for I(2, X2, label = 1). We calculate the probability
of these synthetic samples. Table 4 shows the average effect of changing 
categorical variables on risk of hypertension for different individuals. 
There are some very prominent patterns in Table 4:  

1) the CNN identifies gender and specific comorbidities to be important
predictors of hypertension. In particular, being male increases the
likelihood of hypertension (by 5.6% and vice versa), as does being
diabetic (by 7% and vice versa). This concept matches with the re-
sults from chi-squared test and odds ratio from this study and find-
ings from other literature [34]. Moreover, the CNN finds that
smoking inside the house by any family member will contribute to
the development of hypertension. This can also be a potential health
hazard indication of both self-smoking as well as polluting household
through smoking inside [35].

2) Our findings reveal that living in urban area increases the risk of
hypertension [2]. Moreover, the risk of hypertension will increase by
4.2% because of living in India whereas the risk will decrease by only
1.2% in favor of Bangladesh. This result is directly opposite of the
findings from logistic regression but supported by the recent litera-
tures which indicate prevalence of hypertension is 30.7% in India

Fig. 3. Decision tree classification of hypertension.  
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and 21.0% in Bangladesh respectively [36,37]. In countries like India 
and Bangladesh, cemented floor, especially in conjunction with 
cemented roofs, usually represents an average (or higher) standard of 
living or stable income which indicates better access to hypertension 
control than others having low income [38].  

3) Another interesting concept shows that hypertension is found
inversely associated with level of education which supports the
existing literature [39]. One possible reason might be that an
educated person is more aware of non-communicable disease risk
factors and appropriate health practices and behaviors.

4) Results show that the risk of hypertension is logically associated with
the occupation of the respondent. Doing agricultural, non- 
agricultural and domestic works require physical activeness which
reduces risk of hypertension whereas not working and doing mid to
high level work indicate sedentary lifestyle which increases risk of
hypertension [40,41].

6. Results from continuous simulation

For the Continuous Simulation, n1, and n2 were both set to 4. Since

“Gender” and “Diabetes” were selected by both statistical method and 
the CNN model to have large influence as predictors for hypertension, 
the individuals were chosen as follows (Figs. 4–6):  

1) I(3, Ft, x’ = [Gender = Male, Diabetic = Yes], label = 1): Male,
Diabetic, Hypertension (MDH); Base Probability = 0.84

2) I(4, Ft, x’ = [Gender = Male, Diabetic = Yes], label = 0): Male,
Diabetic, Normal (MDN); Base Probability = 0.38

3) I(5, Ft, x’ = [Gender = Male, Diabetic = No], label = 1): Male, Not
Diabetic, Hypertension (MnDH); Base Probability = 0.75

4) I(6, Ft, x’ = [Gender = Male, Diabetic = No], label = 0): Male, Not
Diabetic, Normal (MnDN); Base Probability = 0.42

5) I(7, Ft, x’ = [Gender = Female, Diabetic = No], label = 1): Female,
Not Diabetic, Hypertension (FnDH); Base Probability = 0.76

6) I(8, Ft, x’ = [Gender = Female, Diabetic = No], label = 0): Female,
Not Diabetic, Normal (FnDN); Base Probability = 0.15

7) I(9, Ft, x’ = [Gender = Female, Diabetic = Yes], label = 1): Female,
Diabetic, Hypertension (FDH); Base Probability = 0.77

8) I(10, Ft, x’ = [Gender = Female, Diabetic = Yes], label = 0): Female,
Diabetic, Normal (FDN); Base Probability = 0.36

Fig. 4. The raw feature values of the female instances for Continuous Simulation.  

Fig. 5. The raw feature values of the male instances for Continuous Simulation.  
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(F1: household member, F2: age, F3: gender, F4: area, F5:diabetes, 
F6:BMI, F7: smoking, F8: country, F9:electricity, F10: Radio, F11: 
refrigerator, F12: cycle, F13: land, F14: arm circumference, F16: cook-
ing, F17: marital status – currently married (v1), divorced/ separated/ 
widowed (v2), never married (v3), F18: education – higher (v1), no (v2), 
primary (v3), secondary (v4), F19: occupation – not working (v1), 
agriculture (v2), non-agriculture (v3), domestic (v4), mod to high (v5), 
others (v6), F20: water source – other improved (v1), piped (v2), un-
improved (v3), F21: Floor – cement (v1), dirt/sand (v2), wood/plank 
(v3), F22: roof – cement (v1), dirt/sand (v2), wood/plank (v3)) 

Continuous Simulation proceeds in a similar manner as the 

Categorical Simulation. The results are represented in Fig. 6. 
In Figs. 4 and 5, we present visual representations of the raw features 

for a sample of eight individuals listed above to show that these in-
dividuals vary from one another only in terms of the continuous vari-
ables (F1- number of household members, F2- age, F6- BMI, and F15- 
arm circumference). Having constant categorical variables during the 
Continuous Simulation experiments allows us to control interaction 
between categorical and continuous variables, and thus, to ensure that 
the patterns and trends seen in Fig. 5 are solely due to the continuous 
variables and their interactions. 

Fig. 6 shows that hypertension risk will generally increase with 

Fig. 6. Simulation of continuous features.  

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019

For hypertension patients... D.K. Sahoo et al.10



7. Conclusion

This study aims at describing the learning of CNN to depict health
care management of hypertension patients and a set of recommended 
lifestyle behaviors to prevent the disease. Even though CNNs are com-
plex computational tools, carefully designed simulations can allow re-
searchers good insights into the concepts they learn. In this study, we 
introduce two different types of simulations – categorical simulation 
(with total 2000 subjects; 1000 hypertensive and 1000 healthy in-
dividuals) and continuous simulation. Interestingly, CNN not only 
learned direct correlation of variables to hypertension, but also noticed 
group-based interactions. In addition, the simulations can be used to 
prepare and predict how lifestyle changes can affect their risk of 
developing hypertension. This has high potential in being developed 
into individual personalized healthcare systems and management 
recommendation. 

Through our analysis, we find that hypertension in countries, such 
India and Bangladesh, is affected by a dynamic interaction between 
different lifestyle choices. Factors, such as gender, age, health (e.g. BMI) 
and comorbidities play a huge role in predicting the predisposition of 
individuals. A distinction between the possession of livelihood capitals 
and luxury good is also noted to have differing effects on individuals, 
along with possible work life conditions, cultural preferences and their 
social roles in the respected geographical areas. Thus, increasing exer-
cise to maintain a healthy BMI, avoiding stress, maintaining good social 
standing, and self-care are highly recommended to achieve WHO’s goal 
of reducing prevalence of hypertension. This correlates highly with 
literature, which finds rapid urbanization, increased sedentary lifestyle, 
and unhealthy diet as leading factors that increased the rate of hyper-
tension [2–4]. 

The study has some limitations – the dataset is only subpopulation 
from India and Bangladesh, which does not include the other South 
Asian countries. Besides, it does not include some important hyperten-
sion related variables, such as family history, salt consumption, calories 
intake, physical exercise etc. With more data, the accuracy of CNN could 
be improved. As future work, we propose to include more variables such 
as dietary diversity, information on physical exercise, salt consumption, 
parental history of hypertension and more because of unavailability of 
the data. Although we have achieved fairly acceptable and better model 
performances comparing to decision tree, adding these variables could 
improve more in all of the four performance measures. Moreover, CNN 

has the ability to explain the concepts it has learnt using the proposed 
simulation technique. To the best of our knowledge, this is one of the 
first step towards creating a ML platform solely dedicated to addressing 
challenges in improving healthcare systems. 
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A B S T R A C T

Fastener detection is a necessary step for computer vision (CV) based robotic disassembly and servicing
applications. Deep learning (DL) provides a robust approach for creating CV models capable of generalizing
to diverse visual environments. Such DL CV systems rely on tuning input resolution and mini-batch size
parameters to fit the needs of the detection application. This paper provides a method for determining the
optimal compromise between input resolution and mini-batch size to determine the highest performance for
cross-recessed screw (CRS) detection while utilizing maximum graphics processing unit resources. The Tiny-
You Only Look Once v2 (Tiny-YOLO v2) DL object detection system was chosen to evaluate this method.
Tiny-YOLO v2 was employed to solve the specialized task of detecting CRS which are highly common in
electronic devices. The method used in this paper for CRS detection is meant to lay the ground-work for
multi-class fastener detection, as the method is not dependent on the type or number of object classes. An
original dataset of 900 images of 12.3 MPx resolution was manually collected and annotated for training.
Three additional distinct datasets of 90 images each were manually collected and annotated for testing. It
was found an input resolution of 1664 x 1664 pixels paired with a mini-batch size of 16 yielded the highest
average precision (AP) among the seven models tested for all three testing datasets. This model scored an AP
of 92.60% on the first testing dataset, 99.20% on the second testing dataset, and 98.39% on the third testing
dataset.

Deep learning computer vision for robotic disassembly and 
servicing applications
Prakash Chandra Sahu, Department of Electrical Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, pksahoo88@gmail.com

Manisha Pradhan, Department of Computer Scinece Engineering , Raajdhani Engineering College, Bhubaneswar, manishapradhan456@gmail.com

Sagarika Patro, Department of Electrical and Electronics Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, sagarikapatro14@gmail.com 

Madhusmita Mohanty, Department of Electronics and Communication Engineering , NM Institute of Engineering & Technology, Bhubaneswar, madhusmitamohanty@gmail.com
1. Introduction

Electronic waste (e-waste) is a rapidly growing problem. In 2019
alone, 53.6 million metric tons (Mt) of e-waste was generated glob-
ally; however, only approximately 17.4% was formally recycled. It
is estimated that the annual e-waste generation will increase to 74
Mt by 2030 , increasing at almost 2 Mt per year [1]. Over half of
the e-waste gathered for recycling in developed countries is sent to
developing countries for processing, where health and safety regula-
tions are not enforced, and dangerous methods for recycling e-waste
are used [2]. Methods to dispose of e-waste include destructive, semi-
destructive, and non-destructive disassembly methods. Destructive dis-
ssembly methods involve destroying the product through shredding or
etallurgical processes (hydro or pyro) to recover valuable resources.
on-destructive methods are more useful when the disassembly goal

s to recycle or reuse parts of the product. However, non-destructive
isassembly typically needs to be performed by trained workers, which
an be expensive because of pay and safety [3]. Robotic disassembly

offers an efficient non-destructive method for disassembling e-waste.
This method can be used in situations where the goal is to reuse parts or
disassemble parts that contain hazardous materials in a safe manner [4,
5]. Many products, such as laptops, cellphones, and electric vehicle
batteries, have outer cases held together with fasteners which must
be unfastened during non-destructive disassembly. To fully realize the
potential of automated disassembly, it becomes necessary to implement
a computer vision (CV) system capable of automatically recognizing
and locating these screws on these outer cases [6].

Robotic servicing is another critical application of CV fastener de-
tection. The amount of space debris reached 3 million kilograms in
2013 and continues to increase. This debris poses a serious threat to
the safety of future space missions [7]. NASA suggests that retired
satellites should either lower their orbits and reenter or raise their
orbit to a graveyard region within 25 years of mission completion
to mitigate space debris buildup, but this procedure has not been
globally accepted because of the significant technical challenges and
ational Conference on Electrical, Electronics and Computer Science Engine
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urrent satellites without the need for sending more as replacements.
herefore, there is a need to develop on-orbit satellite servicing robots
o increase the longevity of artificial satellites [9]. CV can be used to
id robotic servicing missions in the detection of important mechanical

features such as fasteners and docking rings. The lighting and camera
orientations are highly variable in this application and deep learning
rovides a possible solution for making generalized predictions in this
ariable environment. Robots are especially useful in satellite servicing
issions, where sending humans can be much more costly [10].

Both automated disassembly and servicing robots require a CV
ystem that detects (classifies and locates) fasteners and other objects
o they can be engaged by the proper tool. This paper evaluates the
etection of cross-recessed screws (CRS), a common fastener used in
lectronics.

The goal of many object detection systems is to detect large objects
uch as vehicles and people [11]. Having a high input resolution is not
ritical when detecting large objects because they typically occupy a
arge portion of the frame. In this case, it is usually desirable to use
ower input layer resolutions as they can allow for faster detection
peed at the expense of some average precision (AP) [12]. The chal-
enge with detecting CRS and other small objects is they usually occupy
 relatively small portion of the frame due to their size. Significant
isual information about the screws’ appearances is lost when processed
y low resolution input layers.

The training and testing of deep learning (DL) object detection
ystems are usually highly dependent on available graphics processing
nit (GPU) resources. The number of hidden layers in a neural network
NN), the input layer resolution, and the mini-batch size are all depen-

dent on available GPU resources. Finding the optimal balance of these
three parameters for a given GPU can be challenging, especially for de-
tecting small objects. The Tiny-You Only Look Once v2 (Tiny-YOLO v2)
DL object detection system was chosen for evaluation because YOLO
v2 is highly documented in literature as a widely used state-of-the-art
object detection system [12–17] and its Tiny configuration allowed for
more GPU resources to be allocated for higher input resolutions. Tiny-
YOLO v2 was set up using Darkflow [13], a Tensorflow translation
of Darknet [18]. YOLO v2 has 32 hidden layers while Tiny-YOLO
v2 has 16 hidden layers. Tiny-YOLO v2 is used so higher definition
input layers at reasonable mini-batch sizes can be evaluated within the
constraints of one NVidia Tesla V100 GPU with 32 Gigabytes (GB) of
RAM. This paper provides a method for determining the optimal com-
promise between input resolution and mini-batch size to determine the
highest performance for CRS detection while utilizing maximum GPU
resources. The method used in this paper is defined in the numbered
list below and was shown to work using the aforementioned GPU for
the application of CRS detection using Tiny-YOLO v2.

1. Identify the highest input resolution the given GPU can support
at the default mini-batch size.

• NOTE: If the GPU is unable to support at least high defi-
nition (1280 x 720 pixels) at the default mini-batch size, a
more capable GPU may be needed.

2. Select several evenly spaced mini-batch sizes above and below
the default value and identify the maximum corresponding input
resolution for each.

3. Obtain a training and testing dataset of images with a resolu-
tion equal to or greater than the highest input resolution value
determined in the previous step.

4. Train one model at each input resolution/mini-batch size config-
uration using the discrete learning rate decay method discussed
in this paper.

5. Evaluate the performance of each trained model on test datasets
of images indicative of the desired operating regime.

6. Choose the highest performing model for use in the field.
Deep Learning Computer Vision... 14
1.1.1. Object recognition tasks
Recently, deep learning approaches have been applied to all CV

application areas such as image classification [19,20], object recogni-
tion [21–23], semantic segmentation [24], depth estimation [25,26],
and human detection [27,28]. The goal of object detection is to cor-
ectly classify the object as well as predict the object’s location in
n image [29]. Object detection research has primarily used deep
onvolutional neural network (DCNN), a feed-forward type of neural
etwork which works by trying to match features across an image
sing convolution functions [30]. Wei et al. [31] compared the ef-
ectiveness of image processing and deep learning techniques on the
etection of railway track fastener defects for missing or broken links.
our methods were compared: classical image processing, classification
ased on Dense-Scale Invariant Feature Transform (SIFT), classification
ased on the VGG16 DCNN, and classification based on Faster Region
ased Convolutional Neural Network (R-CNN). The Dense-SIFT method
cored the highest mean AP (mAP) of 99.26% but had the slowest image
rocessing time of 2.21s per image. Faster R-CNN scored the second
ighest mAP of 97.90% with the fastest image processing time of 0.23s
er image.

K. Zhang et al. [32] applied an attention mechanism, which made
heir model more sensitive to foreground pixels, to a custom CNN
o improve the detection of foreign objects in coal processing. Their
odel correctly identified 97% of the foreign objects in their test set

nd resized images to 416 x 416 pixels with a batch size of 4 for
raining. The low resolution worked well for their application because
he foreign objects of concern occupied a considerable portion of the
rame. The small batch size seemed to work well because there is a
igh variation of possible foreign objects, so it is desirable to avoid
ver-normalizing the model to retain its sensitivity to such variation.

Y. Zhang et al. [33] examined how well a deep learning model
ould identify if a bolt was loose or tightened to monitor a structure’s
ealth (e.g., a bolt that loosens over time). For testing, bolts were
oosened to various heights and the model was able to detect bolts that
ere loosened by just 0.5 cm. Overall, the model was able to achieve
mAP of 95.03%. Wang, Li, and Zhang [34] created a construction
aste recycling robot capable of detecting loose nails and screws. Their
ision system used the Faster R-CNN and their model achieved a mAP
f 89.10% on their testing dataset of nails and screws. Li, Zhao, and
an [35] used Fisher criteria in a four hidden-layer network to obtain
he location and classification of defects in fabrics. Their model scored
detection rate (DR) of over 90% on their testing dataset, where DR is

he ratio of correctly detected defective samples.
The YOLO framework in particular has led to the development of

any promising applications [5,14,36–38]. Ding et al. [36] developed
novel Unmanned Aerial Vehicle (UAV) capable of semi-automated

erial drilling and screwing. Their design used the YOLO v3 CV system
o detect targets and maintain alignment in real-time during drilling
nd screwing processes. A custom dataset of 600 images of targets at
ifferent angles and distances was used to train the YOLO v3 model and
xperiments successfully demonstrated high precision aerial drilling
nd screwing.

Zheng et al. [37] presented a dataset of 13,000 images of UAV
light scenarios and evaluated the performance of eight different DL
V systems on UAV detection. Their study evaluated RetinaNet, Single-
hot Detector, YOLO v3, Feature Pyramid Network, Faster R-CNN,
efineDet, Grid R-CNN, and Cascade R-CNN DL CV systems. Each
ystem was trained using 70% of the dataset and the remaining 30%
as used for testing. YOLO v3 achieved an AP of 72.3%, which is
etween the lowest performer, RefineDet, at 69.5%, and the highest
erformer, Grid R-CNN, at 82.4%. They reported that among all eight
ystems, Grid R-CNN had the slowest image processing time at 157 ms
hile YOLO v3 had the fastest image processing time at 32 ms.
P. C. Sahu et al.
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esolution CNN (SRCNN) and YOLO v3 to detect electrical components
from UAV inspection images. They used SRCNN to enhance the resolu-
tion of blurry images before sending them to YOLO v3 for detection and
were able to achieve a mAP of 93.60% with their detection pipeline.

Yildiz and Wörgötter [5] investigated several DL methods for screw
detection in hard drives. The first method they evaluated used a Hough
Transform to detect circles which acted as screw candidates. The screw
candidates were sent to a classifier which predicted the class and loca-
tion of those candidates. Their best model used a weighted decision of
he predictions made by both the InceptionV3 and Xception classifier.

This model scored an AP of 80.23% on their testing dataset. They
ompared these results to a model they trained using YOLO v3, which
cored an AP of 66.47% on their testing dataset.

.1.2. Transfer learning with neural networks
Transfer learning is the method of appending training to a pre-

rained model to repurpose it for the needs of the desired application.
A common issue that arises in many problems is limited training data
ecause of the cost of obtaining and annotating new training data
39]. Various applications that have used the YOLO network such as
bject detection [40,41] and diagnosis of medical issues [42–44] have
nstituted transfer learning methods.

Li et al. [16] introduced a method based on transfer learning and
sample enhancement with a small number of training samples that was
able to classify 87.5% of objects. They first initialized training weights
using unrelated sample data from the PASCAL Visual Object Classes
VOC) dataset with Tiny-YOLO v2 then used the Tiny-YOLO v2 network
o further train the data.

Transfer learning can be used to improve detection results of mod-
ls. Raza and Hong [41] designed a computer vision model using YOLO
3 to monitor for fish in a marine ecosystem. They used a transfer
earning method that was pre-trained on 1.2 million samples of the
mageNet dataset. By incorporating the transfer learning method as
ell as some other improvement techniques, they were able to increase

he mAP by 4.13%. Montalbo et al. [42] developed a model that
ould detect three types of brain tumors and used Tiny-YOLO v4 and
re-trained weights from the COCO dataset. They achieved a mAP of
3.14% which outperformed other studies that had tried to detect brain
umors using different deep learning networks.

.1.3. Automatic screw detection for disassembly
In applications such as robotic disassembly, automated screw unfas-

ening is an important task robots can execute. Robots already perform
crew fastening for assembly operations [45,46], and there have been
any studies detailing the designs of robotic systems [47,48] and

nd-effectors [49–51] for fastening applications. In these assembly
pplications, when screw locations are known in advance, fixtures and
ompliance devices can be used to achieve proper screw alignment.
hen screw locations are not known in advance, as is typically the

ase with disassembly operations [38,52], vision systems may be used
o determine screw positions [45].

Gil et al. [53] used various computer vision techniques such as
ouglas–Peucker’s algorithm, adaptive thresholding, Canny edge detec-

ion, and region detection with template matching to identify features
uch as screws and other components (covers, wires, batteries, etc.) on
lectronic equipment to create a robotic system to perform disassem-
ly tasks. Bdwidi et al. also designed a workstation to automatically
isassemble electric vehicle motors. They used a Microsoft Kinect sen-
or capable of providing depth data, feature point detectors such as
he Harris detector, and then multiple optimization steps to identify
crews and remove false positives. A drawback of using these types of
lassifiers is that they can be heavily dependent on lighting and require
ontrolled lighting environments. Vongbonyung et al. [54,55] designed
 robotic system that could learn actions and revise them to make
uts to disassemble monitors. This system was also able to deal with
Deep Learning Computer Vision... 15
sed computer vision to automatically determine the location of screws
nd was able to find over 80% of them however, the authors reported
high number of false positive (82.83%) and false negative (35.78%)

etections. A false positive detection would lead to redundant cutting
perations and would require human intervention for disassembly to
roceed.

Wegener et al. [6] proposed a concept for a human-assisted robot
orkstation for the disassembly of electric vehicle batteries where

astener detection was a primary task for the robot. They investigated
hree methods of fastener detection: using a computer-aided design
CAD) database, physically demonstrating the location of the screws,
nd a CV algorithm. They determined that detailed CAD databases are
sually not accessible by the recycler and physical demonstrations are
oo time-consuming, thus making these methods impractical. The final
ption of using a CV algorithm was investigated using a Haar-Cascade
lassifier trained on positive and negative images to create a model
or detecting the desired object classes. Their model was only able to
orrectly detect 50% of the screws in their testing dataset.

DiFilippo and Jouaneh [4] developed an automated robotic disas-
embly system that combined CV and force sensing to remove screws
rom the back of laptops. The system comprised two webcams, a
icrosoft Kinect sensor, and a 3-axis cartesian robot with an actuated

ensor-equipped (SE) screwdriver. Once a laptop was placed on the
orkspace, the overhead webcam identified circles as screw candidates
sing a Hough Circle Transform. The robot would then move to the
ocations of these circles and, using a webcam attached to the robot’s
nd-effector, perform classical computer vision techniques to center the
crew. The SE screwdriver would then test if the circle was a screw by
ttempting to remove it. If a screw was detected, the robot removed
he screw, and if no screw was detected, the robot would move to the
ollowing circle location. This process proved to be time-consuming.
y using the Soar cognitive architecture [56], screw locations could
e stored in semantic memory after the first pass, thus reducing screw
emoval time on subsequent passes. Even so, the fastest CV time per
ircle was 6.5s. This paper builds upon their previous work by propos-
ng an optimized DL Tiny-YOLO v2 based CV system that can process
igh-resolution images at over 3 frames per second (FPS). The image
rocessing speed of this method is not dependent on the number of
crews/screw-like objects in each image.

. Background on tiny-YOLO v2 object detection system

Tiny-YOLO v2 is a lightweight version of YOLO v2, which is derived
rom the original YOLO object detection system [12]. YOLO, YOLO
2, and Tiny-YOLO v2 are high performance DL object detection sys-
ems that can be applied to real-time applications. YOLO is unique
rom other object detection systems in that it simultaneously predicts
ounding boxes and object classes with a single NN.

Tiny-YOLO v2 has 1 input layer, 9 convolutional layers and 6
aximum pooling layers. The unmodified Tiny-YOLO v2 input layer

esizes images to 416 x 416 pixels, where the output is passed to
onvolutional layers for feature extraction. Max pooling is used to
educe the dimensionality of the convolutional layer outputs.

YOLO divides an image into an S x S grid, where each grid cell
redicts B bounding boxes with corresponding confidence scores. The
onfidence, C, represents the probability that an object is encompassed
n a bounding box and is represented as:

𝐶 = 𝑃𝑟(𝑂𝑏𝑗𝑒𝑐𝑡) ∗ 𝐼𝑂𝑈 𝑡𝑟𝑢𝑡ℎ
𝑝𝑟𝑒𝑑 (1)

where intersection over union (IOU) is defined as the ratio of the
area of overlap of the detection and ground truth bounding boxes
divided by the area formed by their union. A graphical representation
of IOU is shown in Fig. 1.
P. C. Sahu et al.
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Fig. 1. Graphical representation of intersection over union metric.

Table 1
Tiny-YOLO v2 model configurations.

Model Mini-batch size Input resolution

A 8 2368 x 2368
B 12 1920 x 1920
C 16 1664 x 1664
D 20 1472 x 1472
E 24 1344 x 1344
F 28 1248 x 1248
G 32 1184 x 1184

3. Training method

Input resolution and mini-batch size are parameters that directly
influence the performance of a deep NN. The input resolution is defined
in the first layer of the Tiny-YOLO v2 network. In this layer, images
of any size are accepted into the network and resized to the input
resolution specified by the network’s configuration. In this paper, high
definition (pixel density equal to or greater than 1280 x 720) input
resolutions are specified. The original aspect ratio is maintained during
this process. A higher input resolution allows for the network to process
higher resolution images.

At every step (gradient update), the model updates its weights based
on the normalized training loss results from one mini-batch of images.
The training loss reports the error between the model’s predictions and
the ground truth of the training dataset at the end of each step. A higher
mini-batch size allows for more normalized learning whereas a smaller
mini-batch size may evoke noise in the reported training loss.

Both input resolution and mini-batch size depend on the availability
of GPU memory allocations. Therefore, it is desirable to determine
the optimal compromise between these two parameters. A total of
seven models were trained using different combinations of input res-
olutions and mini-batch sizes to determine the optimal training con-
ditions. These combinations were chosen to represent a wide spread
of reasonable combinations of mini-batch size and resolution from
which a trend in reported AP should emerge. Table 1 shows the input
resolution/mini-batch pairing for each model. The default mini-batch
size for Tiny-YOLO v2 is 16 and mini-batch sizes above and below
this default value were explored in evenly-spaced steps of four mini-
batches from half of the default mini-batch value (8) to twice the
default mini-batch value (32). Each model’s mini-batch size was paired
with a respective input resolution that fully utilizes the resources of the
GPU. These input resolution values were identified by a trial-and-error
process which finds the highest input resolution that does not give a
memory error for a given batch size. The input resolution was chosen to
be square to remain unbiased to one image orientation as input images
may be landscape or portrait orientation. It should be noted the input

resolution of Tiny-YOLO v2 can have rectangular dimensions.
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All datasets were manually collected using a Google Pixel 12.3 MPx
(3036 x 4048 pixels) camera to maintain uniform high resolution. Tiny-
YOLO v2 automatically resizes these images down to specified input
resolutions during training and testing. Thus, it is desirable to start with
an image resolution that is the same or higher than the specified input
resolution so that maximum visual information can be maintained.

Ground truth files containing the location and classification of
screws were manually generated for each image. Tiny-YOLO v2 uses
these ground truth files to train a model by associating the location and
classification of screws with the respective images. The testing process
also requires these ground truth images, as they are compared with
detection results to determine AP.

The training dataset consists of 900 images of general electronics
and hardware with embedded CRS. The objects in this dataset include
laptops, computer towers, hard drives, oscilloscopes, power supplies,
and other assorted hardware. Due to the diverse assortment of objects,
this dataset contains many variations of CRS. These 900 images were
taken in highly variable environments with various lighting conditions
and distances to the object (ranging from approximately 4 to 8 inches
from the surface of the objects). This dataset is intended to be highly
variable as it is hypothesized this variability will improve the generaliz-
ing ability of the models. Fig. 2 shows a sample of the images included
n this set.

Due to the relatively small training dataset of 900 images, a transfer
earning approach similar to the one discussed in [16] is employed to
void overfitting. Each model initializes training from the Tiny-YOLO
2 Visual Objects Classes (VOC) weights file from [18] which has been
re-trained on the VOC [11] dataset.

The generalizing ability of the model at a given training iteration is
valuated by a validation set. The validation set will be referred to as
est Set A, which contains 90 images of hardware with embedded CRS.
he images in Test Set A are not present in the training dataset and are
sed to gauge the performance of the model throughout training. After
raining was completed, the final performance results from each model
n Test Set A were recorded in Section 4.

The training method for each model is as follows. A discrete learning
ate decay method was used to achieve the optimal AP on Test Set A.
he learning rate is a parameter that dictates the amount of change
pplied to the model’s weights after each training iteration in response
o the reported error between the model prediction and the ground
ruth. Fig. 3 shows the learning rate progression method for each
rained model. This method entails first training a model at a high
earning rate of 5e-5 until a maximum attainable AP is reached on
est Set A for this learning rate. The model then continues training
t a reduced learning rate of 2e-6 until a maximum attainable AP is
eached on Test Set A for this reduced learning rate. To determine the
aximum AP for both the high learning rate and the reduced learning

ate, validation tests are performed where the loss convergence occurs
hat determine the AP where further training will cause the model to
verfit the data. The final trained model is the result of this procedure.

Fig. 4(a) shows the overall view of training loss curves for all seven
models. All loss curves closely follow the same trend, but models with
higher input resolutions tend to initialize with a greater loss value.
This higher loss is likely associated with there being more to learn
from higher resolution images. Higher resolution images inherently
contain more information, so it follows the initial training loss increases
with input resolution. Models with higher resolution also generally take
more steps to train; however, this trend is not followed exactly.

Fig. 4(b) shows a zoomed-in view of where the training loss for all
seven models begins to converge. As mentioned earlier, models with
lower batch sizes tend to evoke more noise in the reported training loss.
This is represented clearly in Fig. 4(b) since Model A has the lowest
batch size and shows the most noise, while Model G has the highest
batch size and shows a smooth curve. All seven models consistently
converge in the order of increasing initial loss values. While this
appears negligible in the overall view, it is helpful to confirm this
behavior in the zoomed-in view as it is expected that higher initial loss

values should take longer to converge.
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Fig. 2. Sample of images used for training each model.
Fig. 3. Learning rate progression of each model throughout the training process.
Fig. 4. Training loss reported over steps. (a) Overall view of each model throughout the training process. (b) Zoomed-in view of initial convergence for each model.
4. Testing results and discussion

Each model was tested on three distinct datasets; Test Sets A, B, and
C. The authors chose to make the visual environments (lighting, size
of CRS relative to overall frame, distance, and camera angle) equally
diverse between these test sets as to capture a broad representation
of possible conditions that could be encountered by this vision system
during nominal operation. As a result, the authors did not feel a need
to do a systematic investigation of model performance as a function of
the visual environment. Each testing dataset consists of 90 new images
outside of the training dataset. Table 2 provides the total number of
CRS, a description, and sample image for each test set.

Test Set A, which was also used for training validation, consists of
images of general hardware with embedded CRS. This test set evaluates
the ability of the models to make detections on new images of similar
objects to those found in the training dataset.
5Deep Learning Computer Vision... 17
It is useful to evaluate the models’ performance when given spe-
cialized tasks they were not primarily trained to encounter. Test Sets B
and C provide two different specialized tasks. Test Set B evaluates the
ability of the models to perform CRS detection on laptops and Test Set
C evaluates their ability to perform CRS detection on boxed electronics
such as power supplies, power tools, and oscilloscopes.

The AP metric is used to evaluate the performance of each model.
AP computes the area under a monotonically decreasing precision–
recall curve for a single class as defined in [11]. For reference, Fig. 5
shows similar information to Table 3 but in a visual format for the
precision–recall curve for Model C on Test Set A. Similar graphs can be
constructed for all of the models (A–G) on all of the Test Sets (A,B,C).
IOU is used to differentiate true positives (TP) from false positives (FP).
A TP is defined as a prediction with the correct classification that has
an IOU greater than 50%. A FP is defined as a detection with an IOU

less than 50%. Python scripts developed by Cartucho, Ventura, and
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Table 2
Test set descriptions.

Fig. 5. Model C precision–recall curve for CRS detection on Test Set A.

eloso [17] were used to plot the AP and generate visual overlays of
he detections over ground truth bounding boxes.

Table 3 shows the AP, TP, FP, network initialization time, total
rediction time, and FPS for each model on Test Sets A, B, and C.
he network initialization time is the amount of time Tiny-YOLO v2
akes to set up its network for testing. The total prediction time is the
mount of time spent passing the entire dataset through the network
hile generating detection output files for each image in sequence.
PS is defined as the number of images passed through the network
ivided by the total prediction time. The reported network initialization
ime and total prediction time are averaged results taken from five
rials for each model. These results are averaged to account for the
PU’s slight variation in computing times. The AP, TP, and FP will
lways remain constant for a given trained model as neither the model’s
eights nor the input image pixels change during testing. Model C

cored the highest AP on all three test sets.
Table 4 shows a sample of images representative of Model C’s

erformance on all three test sets. Detections are shown as green or
ed boxes labeled ‘‘CRS", which stands for cross-recessed screw. Ground
ruth boxes associated with each detection are shown in blue. Green
oxes represent TP and red boxes represent FP.

Test Set A contains a total of 164 screws. Model C correctly pre-
icted 152 screws while only making one FP prediction. This shows
odel C was more likely to miss a TP rather than assign a FP in Test
et A. As shown in Table 4, Model C performs exceedingly well when
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Table 3
Results on Test Sets A, B, and C.

Model Test Set A

AP TP FP Network Total Frames
Init. time (s) Prediction time (s) Per second

A 85.54% 142 2 10.053 49.576 1.815
B 92.44% 154 4 10.052 42.014 2.142
C 92.60% 152 1 10.047 35.507 2.535
D 90.41% 151 4 10.022 32.989 2.728
E 91.74% 153 8 10.057 30.193 2.981
F 86.97% 146 4 10.039 28.915 3.113
G 83.66% 141 10 10.047 28.720 3.134

Model Test Set B

AP TP FP Network Total Frames
Init. time (s) Prediction time (s) Per second

A 90.44% 120 4 10.084 49.869 1.805
B 98.88% 130 4 10.042 41.722 2.157
C 99.20% 130 2 10.045 35.541 2.532
D 95.01% 125 2 10.066 31.892 2.822
E 93.54% 123 4 10.058 30.599 2.941
F 92.01% 121 2 10.072 28.610 3.146
G 93.50% 123 4 10.016 28.470 3.161

Model Test Set C

AP TP FP Network Total Frames
Init. time (s) Prediction time (s) Per second

A 84.82% 170 1 10.090 48.901 1.840
B 90.50% 181 0 10.090 40.497 2.222
C 98.39% 197 1 10.081 34.244 2.628
D 94.42% 189 2 10.048 30.033 2.997
E 91.21% 183 7 10.048 29.393 3.062
F 90.24% 183 4 10.065 28.016 3.212
G 90.10% 181 10 10.053 27.577 3.264

presented images with a blend of screws and screw-like objects. Grates,
connectors, and holes are often screw-like in appearance and can be a
source of difficulty for classical CV techniques. As shown, the approach
used in this paper is robust in differentiating screws from screw-like
objects. The top right picture in Table 4 shows the only FP Model C
predicted in Test Set A, which is a circular indent in an electronics
case. Model C scored 92.60% AP on Test Set A with an average speed
of 2.535 FPS. This result reaffirms the value of using DL techniques
for fastener detection as they can exhibit high performance and speed
when optimized.

Test Set B contains a total of 131 screws. Model C correctly pre-
dicted 130 screws while making only 2 FP predictions. Both FP cases
are shown in the center and mid-right pictures in Table 4, where the
model mistook a power connector and another circular feature as a
screw. Still, Model C is robust when presented with images containing
holes that do not contain screws. Model C scored 99.20% AP on Test
Set B with an average speed of 2.532 FPS.

Test Set C contains a total of 200 screws. Model C correctly pre-
dicted 197 screws while making only 1 FP prediction. The FP case is
shown in the bottom right picture of Table 4, where the model did
surround the CRS in a bounding box; however, the IOU was less than
50%, which resulted in a FP. Model C scored 98.39% AP on Test Set
C with an average speed of 2.628 FPS. These results show that model
C is highly robust when given the specialized task of CRS detection in
boxed electronics.

Fig. 6 shows the FPS for all seven input resolutions on all three test
sets. Average FPS decreases as input resolution increases for all test
sets. This is expected since more computation is needed for evaluating
higher resolution images. The FPS curves for Test Sets A, B, and C are
nearly identical and follow the same trajectory. The minor variations
between both curves can be attributed to the slight inconsistency of
the GPU’s processing speed. It should be noted the CV time spent using
classical techniques is dependent on the number of screws and screw-

like objects in an image [4,56]. Fig. 6 shows even when three different
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Table 4
Model C detected output images from Test Sets A, B, and C.

*Some images have been rotated 90◦ to better fit the table as the test sets contain both portrait & landscape images.
Fig. 6. Image processing speed reported as a function of input resolution for all test
sets.

datasets with varying numbers of screws and screw-like objects are
evaluated, the CV time is dependent almost exclusively on input resolu-
tion. This suggests an image with few screws would likely be evaluated
in the same amount of time as an image with many screws.

Fig. 7a shows the AP vs. mini-batch size, Fig. 7b) shows the AP vs
input resolution and Fig. 7c) shows a 3D plot of the AP scored on Test
Sets A, B, and C as a function of input resolution and mini-batch size.
Models scored highest on Test Set B likely because it has the smallest
variety of objects. Models scored lowest on Test Set A likely because it
contains the largest variety of objects. The general AP curve for all three
test sets is similar, with all curves reaching optimal AP when a mini-
batch size of 16 is paired with an input resolution of 2.77 MPx (1664
x 1664 pixels). This indicates the method used in this paper yields
a configuration that shows consistently optimal performance across
several variations of CRS detection tasks.

The results obtained in this paper show improvement over results
that have been reported from previous work, either in the time to detect

a screw or in the screw detection accuracy. A summary of this work
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compared with previous results can be found in Table 5 where the work
described by this paper is referred to as Tiny-YOLO v2 (Model C). In
terms of detection accuracy, Wegener et al. [6] used a Haar Cascade
classifier but was only able to detect 50% of screws. Vongbunyong
et al. [54,55] also used a Haar Classifier and reported being able to
detect over 80% of screws [54], however they also indicated a high
number of false-positive screw detections (82.32%) and false-negative
screw detections (35.78%) [55]. Yildiz and Wörgötter [5] reported their
custom deep learning model was able to achieve an AP of 80.23% on
a testing dataset compared to the 66.47% YOLO v3 was able to do.
DiFilippo and Jouaneh [56] tested multiple laptops using contour and
blob detection, and the accuracy of detection was based on the color of
the laptop and vision system settings. The system performed the best on
lighter laptops and detected 86.7% of screws, and the fastest computer
vision time was 6.5s per screw. For laptops that had darker cases, the
percentage of screws that were correctly identified decreased. The work
presented in this paper has a higher percentage, as the best-trained
model (Model C) has an AP of 92.60% on Test Set A, 99.20% on Test Set
B, and 98.39% on Test Set C. It was also faster than previous systems
that reported the time it took to detect a screw [4,55], as one frame
took approximately 0.4s to process.

5. Conclusions

In conclusion, fastener detection is a required step for CV based
robotic disassembly and servicing applications. The use of DL for this
task offers several advantages to classical CV techniques, including
higher detection speed and performance. Fasteners typically occupy a
small portion of an image, so it is important to use a high-resolution
NN to capture maximum detail when detecting images. It is desirable to
find the optimal compromise between input resolution and mini-batch
size for a given NN as both parameters are dependent on available GPU
resources.

This paper presents a method for determining the optimal compro-
mise between input resolution and mini-batch size for CRS detection
while utilizing maximum GPU resources. An optimal compromise for
an NVidia Tesla V100 GPU with 32 GB of RAM was found with a mini-

batch size of 16 and an input resolution of 1664 x 1664 pixels. At this
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Fig. 7. (a) AP vs. mini-batch size for all test sets (b) AP vs. input resolution for all test sets (c) AP reported as a function of input resolution and mini-batch size for all test sets.
Table 5
Comparison of screw detection with previous results.

Authors Accuracy (%) Detection time (s)

Wegener et al. [6] 50 Not reported
Vongbunyong et al. [54,55] >80 [54] 2.60

82.32 (False Positive) [55]
35.78 (False Negative) [55]

Yildiz and Wörgötter [5] 80.23 (custom DCNN) Not reported
66.47(YOLO v3)

DiFilippo and Jouaneh [4] 86.7 (Light Laptop — Best Parameters) 6.7
Tiny-YOLO v2 (Model C) 92.6 (Test Set A) 0.4

99.20 (Test Set B)
98.39 (Test Set C)
configuration, Model C scored 92.60%, 99.20%, and 98.39% AP on Test
Sets A, B, and C respectively. A limitation of the models in this paper
is FPS must be sacrificed for such high input resolutions. While much
faster than classical CV techniques, the fastest model in this paper ran
at only around 3 FPS. These results from the best-performing model
shows improvement over accuracy and detection time from previous
models and approaches that have been presented in literature. Another
limitation is the time spent upfront in manually creating a training
dataset for the purpose of screw detection. Unless publicly available,
the practitioner must generate their own training dataset for their
specific application. For this reason, the authors have created a publicly
available repository containing the manually generated datasets used
in this paper. The repository may be accessed through the follow-
ing link: https://github.com/Dan-Brogan/Cross-Recessed-Screw_Deep-
Learning-Datasets.

Future work should include training a single Tiny-YOLO v2 network
to detect multiple types of screws and even other useful features
commonly found on electronics. Some considerations for multi-class
detection include the requirement for additional training data on mul-
tiple object classes and the mAP metric should be used to evaluate
performance in place of AP. It is hypothesized that the method used
in this paper applies to any GPU; however, future work is needed to
investigate this hypothesis. Future work should also investigate the
integration of this CV system into a robotic test bed.
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network embeddings
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A B S T R A C T

Characterization of modern cyber–physical Industrial Control System (ICS) devices is critical to the evaluation
of their security posture and an understanding of the underlying industrial processes with which they interact.
In this work, we address two related ICS device identification tasks: (1) separating ICS from non-ICS devices
and (2) identifying specific ICS device types. We propose two distinct methods (one based on the existing
IP2Vec method, and a novel traffic-features-based method) for achieving the first task. For transferability of
the first task between two datasets, the traffic-features-based method performs significantly better (75% overall
accuracy) compared to IP2Vec (22.5% overall accuracy). We further propose a novel method called DNP2Vec
to address the second task. DNP2Vec is evaluated on two different datasets and achieves perfect multi-class
classification accuracy (100%) for both datasets.
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1. Introduction

Industrial Control Systems (ICS) are a general class of structures
that carry out the automation of industrial processes. Some partic-
ularly complex and critical forms of ICS are those that support the
processes of electricity generation, transmission and distribution, oil
and natural gas extraction, transportation and delivery, and water dis-
tribution and treatment. Vast collections of physical devices, consisting
of various sensing and actuation mechanisms, in combination with
general-purpose computing devices, comprise cyber–physical systems
that manifest within these types of modern critical infrastructure.

While these cyber–physical systems enable new paths towards im-
proved efficiency, opportunities for misuse and abuse are increased
due to the interconnections between mechanical devices that affect the
real world and conventional communication networks. Consequently,
intrusion and vulnerability analysis techniques which are relatively
common in information technology networks, are being developed for
ICS.

A broad goal of our ongoing work is to develop machine learning
approaches that support the discovery and prediction of ICS network
and host properties. In particular, we seek to discover the manufacturer,
model number, and process-oriented behavior of cyber–physical ICS
devices in a way that does not disturb the critical infrastructure process.
While this process of passively ‘‘mapping’’ a network is not new, exist-
ing tools for mapping conventional computer networks are ill-suited to
ICS networks due to a few factors: (1) active probing of ICS devices
is often prohibited in production environments, (2) ICS networks make

use of specialized application layer protocols that support a wide range
of industrial processes, and the payloads of these protocols should
be exploited in any ICS network mapping scheme, and (3) as new
protocols are introduced, existing signature or rule-based tools must
be updated to accommodate the protocol semantics; i.e. they must be
explicitly programmed to recognize and interpret new protocols. Thus,
an important underlying goal is the development of techniques that
utilize passively collected ICS network traffic to enable characterization
of ICS devices, which ultimately can be used to assess the security of a
system.

Properties of ICS hosts can be used for a variety of critical infrastruc-
ture security-oriented applications. For example, critical infrastructure
asset owners are often interested in verifying that the actual compo-
sition of their networks matches their current understanding. While
ICS networks are often quite static by design, the addition, removal
or modification of hosts – whether intentional due to upgrades or
retirement of legacy systems, or unintentional due to a security breach
– needs to be tracked. Often times, this exercise takes the form of
periodic security assessments which utilize basic network flow infor-
mation, including host IP addresses and source/destination ports, as
the primary keys for host identification. Intuitively, the duration of
analysis activities during these assessments is a function of the size of
the network under study, the available analysis staff, and the capability
of the tools employed. Properties of hosts automatically inferred by
machine learning methods, such as whether a host is an ICS device,
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Bayes classifier was also used to distinguish between real ICS de-
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oth enhance asset identification fidelity and potentially decrease the
analysis staffing requirements. This has the overall effect of improving
the security assessment process for both small and large networks.

In this paper, we propose machine learning techniques for iden-
tifying ICS network flows as well as distinguishing specific types of
ICS devices. Firstly, in the ICS vs. non-ICS classification task, we
propose two methods, namely a method based on the IP2Vec [1]
technique, and a traffic-features-based method. Moreover, we show
that the traffic-features-based method is better in an ‘‘across-network’’
transfer-learning setting, and that both of these methods are insensitive
to observation window length as long as it is ‘‘long enough’’ (at least
1 h). Secondly, for the ICS device type classification task, we propose
a novel method called DNP2Vec, an embedding of DNP3 features
that improves classification performance. DNP3 (Distributed Network
Protocol, version 3) is a communications protocol used by devices in the
kinds of controls systems employed, for example, by electric utilities.

This paper is structured as follows. In Section 2, we introduce the
ataset and then formally introduce the problems we solve in this
aper. Section 5 describes our two proposed methods used to solve the
low classification problem, along with the comparison of these two
ethods with the baseline. In Section 6, we evaluate the optimal data

ollection time required to achieve a desired classification accuracy.
inally in Section 7, we propose a new method for device classification
nd compare the classification performance with the baseline method.

.1. Related work

Machine learning (ML) for ICS and Supervisory Control and Data
cquisition (SCADA) applications is an area of active research. Prior
ork in this area spans a variety of applications, including attack
etection [2–5], failure/event prediction [3,6], adaptive control [7,8],
nd anomaly detection [4,5,9–11].

Work applying ML to SCADA network and device characterization
ppears to be sparse, likely inspired by early work on flow classification
or IT systems [12]. In this work, the authors applied a Bayesian
lassifier to network flow statistics (packet inter-arrival time, packet
ength, mean and variance, flow size, and duration) to classify con-
entional Internet network flows as belonging to specific application
lasses (i.e. FTP, Telnet, DNS, HTTP, etc.). Feature selection was based
n classifier performance, and reasonable classification accuracy was
btained across multiple network trace files. While this work estab-
ished a workflow model for network flow classification, it was not
pplied to ICS network data, nor did the authors focus on identifying
he characteristics of the network hosts themselves.

An assessment of the applicability of standard device fingerprinting
echniques for ICS was undertaken several years later in [13]. This work
nalyzed traditional fingerprinting methods and assessed their applica-
ility to ICS environments. The authors began by reviewing common
evice fingerprinting techniques and describing a new reference ar-
hitecture for fingerprinting tools; manual creation and maintenance
f fingerprints was cited as a major shortcoming of existing finger-
rinting tools. Standard fingerprinting techniques were then tested and
hown to be ineffective at identifying ICS devices, with the primary
easons being device heterogeneity, the use of proprietary protocols,
ow computational power, and the use of long-running TCP sessions.
he authors recommended exploring the exploitation of temporal com-
unication patterns and passive traffic capture techniques to classify

CS device component types and mentioned the use of ML to address
he fingerprint creation and maintenance issue.

Following the fingerprinting assessment work, an effort was under-
aken to characterize industrial control systems on the Internet [14].
n this work, active probes for 17 different ICS protocols were used
o gather data from network hosts, which was then processed by a
ignature-based matching algorithm to identify ICS devices. A naïve
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vices and ICS honeypots. The classifier was trained on 281 devices
and 16 honeypots, utilizing a feature set consisting of the number of
open ports, the HTTP configuration, and two protocol-specific features
(ModBus and S7 function codes). This mechanism was then applied to
Internet hosts to determine location, ownership and functional charac-
teristics of Internet-connected ICS devices, with reasonable accuracy.
The authors recognized that the active probing method may be harmful
to real ICS devices, and they implemented a heuristic that attempts to
minimize the number of active probes send to a host. While this work
makes progress towards distinguishing between ICS and non-ICS hosts,
active probing methods are typically forbidden in live ICS networks and
thus likely inapplicable to most industrial environments.

In the same year, [15] introduced two passive, ML-oriented finger-
printing methods for ICS devices in electric SCADA systems. The first,
network-oriented, method exploits data response processing times of
three common ICS protocols to identify ICS device types. The authors
defined a ‘‘Cross-Layer Response Time’’ feature that captures the time
delta between receiving a TCP ACK and an application layer response
from a device. The second, physics-based, method exploits the physical
operation times of devices. This method relies on physical operation
timing differences between device vendors due to different methods
of physical construction and is based on dynamic models of device
hardware. These two methods were then evaluated in the context of
supervised and unsupervised ML methods, and applied to real-world
data, resulting in high device classification accuracy. This work makes
significant progress towards the exploitation of network and physical
features for ICS device classification. However, the Cross-Layer Re-
sponse Time feature may not always be available for measurement
due to transport-layer acknowledgments being incorporated into ap-
plication layer response messages, a common method that TCP/IP
stacks use to save bandwidth. Likewise, accurate and validated dynamic
models of device hardware are needed to facilitate the physics-based
fingerprinting approach, which is a manual and time-consuming effort;
the authors recognize this and propose a hybrid black/white box (‘‘grey
box’’) modeling approach to address this issue.

Recently, much focus has been placed on characterization of IoT
devices. For example, in [16,17], the authors explored fingerprinting
for IoT and ICS devices. These works utilized active probing of Internet
hosts, and feature sets based on network, transport and application
layer characteristics. The study undertaken in [16] is similar in form
to [14] but utilized a broader feature set and an Artificial Neural Net-
work (ANN) model as opposed to a Bayesian classifier. Similarly, [17]
utilized an ANN, but devised a feature set based on HTTP responses.
Both efforts report reasonable accuracy in identifying device type and
vendor. However, as mentioned earlier, methods that rely on active
probing are often forbidden in industrial environments. Furthermore,
feature sets based on HTTP responses may not be available for ICS
devices due to disablement of HTTP services to reduce the device attack
surface.

Recent work has also been undertaken that utilizes network traffic
features. In [18], high accuracy classification of six different types of
network video traffic was performed using two novel feature fusion
methods, including computed network flow statistics. [19] proposed
a method to extract signatures to identify different classes of network
traffic, based on packet length statistics, and obtained 91% accuracy
with a decision-tree classifier. Finally, [20] proposed a learning au-
tomata method to select network traffic features for a network intrusion
detection system, and found that a SVM combined with their feature
selection method obtained an intrusion detection rate of 93.8%. This
work exemplifies the importance of network traffic features when
characterizing network traffic across a variety of applications.

While our work is most closely related to both network host fin-
gerprinting and network flow classification using traffic features, we
propose a different approach that augments an existing, well-known
machine learning method; this augmentation exploits both network
A. Mohanty et al.
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hierarchical manner to produce high accuracy in determining whether
a network host is an ICS device and, if so, the type of the device. This
method allows ICS device characterization to be performed without
explicitly programming for the protocol semantics as is typical for exist-
ing rule-based or signature/fingerprint-oriented methods. Furthermore,
since we are concerned with automating this characterization process
in a passive and unobtrusive manner, our method operates on passively
collected network traffic only and does not require probing of network
osts.

.2. Contribution of this paper

In this paper we propose a lower dimensional neural network
mbedding based framework, DNP2Vec. This framework utilizes the
raining fundamentals of Word2Vec [21], and improves upon the exist-
ng IP2Vec [1] method by incorporating features based on ICS protocol
ields in the embedding process. The primary contribution of this paper
s the successful use of ICS protocol features for device classification,
hrough a lower dimensional embedding. We focused on the DNP3 ICS
rotocol in this work primarily due to data availability; however, this
ramework can be extended to other ICS protocols as well, and we
iscuss this briefly in Section 8.

Furthermore, we propose another method named the "traffic-
eature" based method for ICS and non-ICS device classification, which
ses network traffic features for classification. The traffic-feature based
ethod utilizes network flow statistics for classification and is shown

o be transferable between different ICS networks, unlike DNP2Vec
hich is shown to be ICS network specific and needs retraining when

ransferring to another ICS network.
The next section formally describes the machine learning tasks

nd the characteristics of the data sets used to evaluate the machine
earning methods.

2. Dataset and problem description

A network flow is a sequence of packets from a specific source
computer to a specific destination computer. Network flows from two
separate and distinct systems were utilized for this work. The first
system (Site A) is a production-level industrial electrical distribution
system. The second system (Site B) is a non-production cyber–physical
testbed. Network flow datasets were generated for each system by
processing passively captured network traffic in PCAP form. Table 1
escribes the endpoints of the distinct network flows present in both
ystems. Table 2 briefly describes the ICS devices present in these
ystems.

We begin by defining two data-collection related time parameters.

omenclature 1. Total Data Collection Time (𝑇 ) is the total duration
f the PCAP data collection period.

omenclature 2. Flow Observation Window (𝛥𝑇 ) is the duration of
ach network flow.

Both datasets consist of flow-based network data associated with
he device types, such as their IP addresses, port numbers, protocol
ypes, transferred bytes, etc. The datasets consist of a mixture of various
ata types, such as numeric (e.g., transferred bytes) and categorical
e.g., IP addresses) types. These datasets can be used to characterize
ifferent device types, which can then be used to identify and verify
ew devices that are introduced in the device network. If signatures
an be developed for different devices in the ICS setting, it may be
ossible to translate passively collected network data into a network
ap of interconnected devices.

In this work, we propose a framework to identify different types
f ICS devices present in a SCADA network. This comprises two dis-

inct tasks, namely: separating ICS devices from non-ICS devices, and
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Table 1
Distinct flow types present in the dataset.
Site A Site B

SEL-2240 → server NI controller → unknown
server → SEL-2240 PDU → PDU
server → server PDU → unknown
server → unknown SEL-2414 → workstation
unknown → server SEL-2740 → PDU
unknown → unknown SEL-351A → unknown
workstation → SEL-735 unknown → workstation
workstation → SEL-751 workstation → SEL-351A
workstation → SEL-787 workstation → unknown
workstation → unknown

Table 2
ICS device type and description.
Device Type Description

SEL-2240 Modular Real-Time Automation Controller
SEL-735 Power Quality and Revenue Meter
SEL-751 Feeder Protection Relay
SEL-787 Transformer Protection Relay
SEL-2414 Transformer Monitor
SEL-2740 Software-Defined Network Switch
SEL-351A Protection System
PDU Power Distribution Unit

classifying the ICS devices. For the first task, we propose two distinct
methods to distinguish ICS devices from non-ICS devices in a SCADA
network. We pose this as a binary classification task, and propose
two separate methods to obtain relevant features for classification. For
the second task, we propose a novel framework which utilizes DNP3
fields and their embedding as features. The second task is posed as a
multi-class classification task. Now we formally introduce the two tasks.

Task 1 (ICS Flow Classification). Given a network flow, determine whether
it is an ICS flow (i.e., one or more endpoints is an ICS device) or a non-ICS
flow (no ICS endpoints).

For this task, we vary a number of important experimental pa-
rameters. Specifically, we investigate the effects of two generalization
scenarios and two data collection parameters.

Generalization scenario: We evaluate Task 1 in both the within-
network setting (train on Site A, test on Site A) and across-network
setting (train on Site A, test on Site B).

Data collection parameters: For Task 1, classifier performance is
affected by various data collection parameters. In this study, we quan-
tify the effects of two specific data collection parameters on classifier
performance: (1) total data collection time (𝑇 ), (2) flow observation
window (𝛥𝑇 ).

Task 2 (ICS Device Classification). Given all of the flows for an ICS device,
determine the specific type of the ICS device.

The complete framework is schematically shown in Fig. 1. Before
describing the framework, we describe the experimental setup used for
generating results related to all of the classifiers’ training and testing.

2.1. Experimental setup

Throughout this paper, unless otherwise mentioned, we used stan-
dard k-fold cross validation (𝑘 = 100) to evaluate generalization
performance of our classification methods.

3. Description of IP2Vec and DNP2Vec

IP2Vec and DNP2Vec are based on the Word2Vec algorithm for nat-
ural language processing [21]. Before describing the fundamentals of
IP2Vec [1] and our DNP2Vec method, we introduce a few definitions.
A. Mohanty et al.
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Fig. 1. Schematic of the overall proposed framework.

efinition 1 (Definition of Corpus (𝑤)). Similar to Word2Vec, an IP2Vec
corpus consists of a collection of unique source IP addresses, destination
ports and network protocols. A DNP2Vec corpus consists of unique
source IP addresses.

Definition 2 (Definition of Context (𝑐)). Similar to Word2Vec, the
context for each element in the corpus is defined as follows:

(1) For IP2Vec, the context for the source IP address corpus element
is either destination IP address, destination port, or protocol,

(2) For IP2Vec, the context for the destination port corpus element
is destination IP address,

(3) For IP2Vec, the context for the protocol corpus element is
destination IP address,

(4) For DNP2Vec, the context for the source IP address corpus
element is either destination IP address, destination MAC address, or
DNP3 fields.

Definition 3 (The Skip-gram Model). In this model we are given an
element of corpus 𝑤 and their contexts 𝑐. We consider the conditional
probabilities 𝑝(𝑐|𝑤), and given a corpus element, the goal is to set the
parameters 𝜃 of 𝑝(𝑐|𝑤; 𝜃) so as to maximize the corpus probability:

argmax
∏

𝑤∈corpus element
[
∏

𝑐∈𝐶(𝑤)
𝑝(𝑐|𝑤; 𝜃)]

(𝑤) indicates the context of the corpus element (as defined in
efinition 2).

Now we parameterize the conditional probability of the skip-gram
odel defined in Definition 3 as

(𝑐|𝑤; 𝜃) =
exp(𝑣𝑐 �̇�𝑤)

∑

𝑐′∈𝐶 exp(𝑣𝑐′ �̇�𝑤)

here 𝑣𝑐 , 𝑣𝑤 ∈ R𝑑 is the d-dimensional vector representation of the
ontext, and the corpus element, respectively. The parameters 𝜃 are
𝑐 𝑖 and 𝑤𝑐 𝑖, 𝑖 = 1, 2,… , 𝑑, which are solved to maximize the corpus
robability defined in Definition 3.

. Description of network traffic features

Network traffic was attributed to one of six different protocol
roups: ARP, TCP/IP, DNP3, HTTP, TLS, and UDP. Before calculating
 m
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Table 3
Feature list per protocol per direction. In the ‘Symbol’ column ‘a’ is
either sent or received, representing each direction of flow.
Description Symbol

Number of packets a_num_packets

Volume of bytes transferred a_vol_bytes

Packet inter-arrival time- a_pinterarr_avg
Average (Mean)

Packet inter-arrival time- a_pinterarr_min
Minimum

Packet inter-arrival time- a_pinterarr_max
Maximum

Packet inter-arrival time- a_pinterarr_stdev
Standard Deviation

Packet size- Average (Mean) a_psize_avg

Packet size- Minimum a_psize_min

Packet size- Maximum a_psize_max

Packet size- Standard Deviation a_psize_stdev

the traffic features, the packets within each flow were subdivided
according to these protocol types. Originally, LLDP was also included
as one of the protocol groups, however, LLDP is a link-layer protocol
and encapsulates Ethernet addresses only (no IP addresses). Thus,
attributing this traffic to existing flows relied upon a pre-computed
Ethernet to IP address mapping. Ten standard traffic features were
selected for this classification task, shown in Table 3.

Traffic features are calculated for each captured network flow.
These traffic features represent various statistics of the network flow,
such as the total number of transferred packets, packet arrival time,
packet size, etc. Network flows are captured for the collection time 𝑇 ,
and traffic features are calculated during the flow observation window
𝛥𝑇 . Therefore, if the total data collection time 𝑇 comprises 𝑁 flow
observation windows 𝛥𝑇 , where 𝑁 ∈ Z+, then there will be 20 traffic
features associated with each observation window (ten features in the
send direction, and ten features in the receive direction).

The extracted traffic features are used as the feature set for classi-
fying ICS and non-ICS devices. Therefore, the feature set will have a
dimension of R𝑁×20. We used a support vector machine (SVM) binary
classifier for this task.

5. ICS vs. non-ICS device classification, solution of Task 1

Here we evaluate two approaches to separating ICS and non-ICS
raffic, one based on IP2Vec as described in Section 3 and one based on
etwork traffic features. We also compare to a baseline method based
n PCAP flow features.

We collected the PCAP dataset for Site A with 𝑇 = 1 h, 𝛥𝑇 = 10
, and for Site B with 𝑇 = 0.5 h, 𝛥𝑇 = 10 s. The difference in data
ollection time for Site A and Site B is due to each site having a different
ptimal collection time, as described in Section 6. Throughout this
aper, if not explicitly mentioned, the data collection time is 1 h and
.5 h, for Site A and Site B, respectively. The true labels for classifier
raining and evaluation were captured using the constant source port
umber associated with ICS flows. We used the experimental setup
escribed in Section 2.1.

.1. Baseline performance

Our baseline method is a binary SVM classifier trained using the
ollowing features: IP addresses associated with the source and destina-
ion devices, destination port number, protocol, and transferred bytes.
he baseline classification performance was tested on both the Site A
nd Site B datasets and compared to the performance of our proposed

ethods.

A. Mohanty et al.
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Fig. 2. Baseline and IP2Vec performance for ICS vs. non-ICS device classification, for
Site A.

5.2. Classification using IP2Vec

In this section, we use IP2Vec, described in Section 3, for classifying
ICS and non-ICS devices in the Site A and Site B datasets. For example,
for each defined flow between a source and a destination device, using
the IP2Vec training process discussed previously, our input will have a
dimension of 500 (where the IP2Vec training batch size is 100) and a
size of 60 is selected for the hidden dimension (𝑑 = 60 in accordance
with the notation in Section 3). After successful training of the IP2Vec
architecture, we use the embedding of the training sample from the
hidden layer as features for training the SVM classifier.

Classification Performance Comparison: We compared the base-
line performance (described in Section 5.1) with IP2Vec (described
in Section 5.2) for the first classification task (Task 1) between ICS
devices and non-ICS devices, applied to the Site A and Site B datasets. In
Fig. 2, the boxplots are shown for the baseline and IP2Vec classification
performance with the true positive (ICS devices) rate and the true
negative (non-ICS devices) rate. The classification baseline fails to
identify ICS devices (as shown by the boxplot in Fig. 2), unlike IP2Vec,
which is able to classify ICS devices with a true positive rate of 0.95.
Similarly, for the Site B dataset, we compared the baseline performance
with IP2Vec as shown in Fig. 3. For the Site B dataset, the baseline
method is able to classify ICS devices with a true positive rate of
0.1, unlike IP2Vec which gives a true positive rate of 0.88. We also
evaluated the F1 score between IP2Vec and the baseline method for a
class-independent comparison for Site A and Site B datasets as shown
in Table 4. For Site A, baseline provides a F1 score of 0 compared to
0.974 for IP2Vec. Similarly, for Site B, baseline provides a F1 score of
0.18, when IP2Vec provides a F1 score of 0.91.

Visually, the classification performance using a two-dimensional
t-SNE plot for the Site A test dataset is shown in Fig. 4. IP2Vec outper-
forms the baseline method significantly for classifying ICS devices and
non-ICS devices. For the Site B dataset, similar performance is observed
when comparing the IP2Vec and baseline methods.

5.3. Classification using traffic features

Before describing this method, the traffic features considered for
classification will be introduced.

Classification Performance Comparison: The traffic features in
Table 3 were calculated for the Site A and Site B datasets, with 𝛥𝑇 =
10 s for both. For both of the datasets, the experimental setup is
considered as discussed in Section 2.1. For the Site A training data, the
comparison between the baseline classifier (Section 5.1) and the traffic-
features-based methods is shown in Fig. 5. As shown in Fig. 5, the
Industrial Control System Device... 26
Fig. 3. Baseline and IP2Vec performance for ICS vs. non-ICS device classification, for
Site B.

Fig. 4. t-SNE visualization-based comparison of baseline and IP2Vec methods for ICS
and non-ICS device classification on a testing dataset from Site A, using a SVM with a
linear kernel. For visual clarity, these plots are generated on 10% of the dataset. Green
dots represent non-ICS devices and black dots represent ICS devices. IP2Vec with a
linear SVM kernel and IP2Vec with a polynomial SVM kernel yield 100% and 84%
classification improvement compared to baseline, respectively. Similar classification
performance is observed for the Site B dataset, and the t-SNE plots are omitted for
brevity.

baseline classifier completely misclassifies ICS devices, while the traffic-

features-based method able to achieve a true positive rate 1 (complete

A. Mohanty et al.
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Fig. 5. Baseline performance and traffic-features-based performance for ICS vs. non-ICS
device classification, for Site A.

Fig. 6. Baseline performance and traffic-features-based performance for ICS vs. non-ICS
device classification, for Site B.

classification) for ICS devices. However, the baseline method is able
to completely classify non-ICS devices, unlike the traffic-features-based
method, which only achieved a true negative rate of 0.5 for non-
ICS devices. As shown in Table 4, the F1 scores of the baseline and
traffic-features-based methods are 0 and 0.8, respectively.

Similarly, in Fig. 6 we plot an accuracy comparison between the
baseline and traffic-features-based methods applied to the Site B train-
ing data. As shown in Fig. 6, the baseline method is able to achieve
classification accuracy of 0.1 and 1 for ICS devices and non-ICS devices,
respectively, with a total F1 score of 0.18. On the other hand, the
traffic-features-based method achieves classification accuracy of 0.9
and 0.98 for ICS devices and non-ICS devices, respectively, with a
total F1 score of 0.89. Finally, in Table 4 we tabulated four different
performance metrics, TPR (true positive rate), TNR (true negative rate),
F1 score and class-balanced accuracy, in the context of our proposed
methods and the baseline method. Although both the proposed methods
perform better in all metrics when comparing with the baseline method,
IP2Vec performs better than the traffic-features-based method.

The traffic-feature based method performs better than the baseline
method, for both the site datasets, due to the appropriately selected
classification features (i.e. the packet size, packet inter-arrival time,
6

etc.). Similarly, IP2Vec performs better than the traffic-feature based
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Table 4
Performance comparisons of two proposed methods for ICS vs. non-ICS
classification, compared to the baseline method. The results of the best
performing method for both the datasets are boldfaced.

TPR TNR F1 score Balanced Accuracy

Site A
(Baseline)

0 1 0 0.5

Site A
(IP2Vec)

0.95 1 0.974 0.975

Site A
(Traffic-feature)

1 0.5 0.8 0.755

Site B
(Baseline)

0.1 1 0.18 0.55

Site B
(IP2Vec)

0.9 0.92 0.91 0.91

Site B
(Traffic-feature)

0.82 0.98 0.89 0.9

method due to the traffic-flow based embedding as demonstrated by
IP2Vec in Section 3. Moreover, IP2Vec performs better than the traffic-
feature based method for both sites, due to the associated lower
dimensional embedding for the network flows as in the IP2Vec method,
which provides better classification features than the traffic-feature
based method.

Ranking of Features: In this section we will evaluate the impor-
tance of the features described in Table 3, in the context of ICS ad
non-ICS traffic classification. For ranking the features, we used Recur-
sive Feature Elimination (RFE, [22]) with a support vector classifier
and a linear kernel as the estimator. The three most important features
of the Site A and B datasets, as ranked by RFE, are the minimum
value of received packet size (rcvd_psize_min), and the minimum and
standard deviation of sent packet inter-arrival time (sent_pinterarr_min,
sent_pinterarr_stdev). In Figs. 7 and 8, we have plotted the six highest
priority features as a function of time, for both ICS and non-ICS flows,
for Site A and Site B, respectively. These plots show the same conclusion
regarding the feature ranks as found using RFE, for both the datasets.
Figs. 7 and 8 also show the least important features in the context of
Task 1, which is ‘rcvd_vol_bytes’ for both the datasets. These feature
ranks will be useful in defining the transferability of classifying ICS and
non-ICS devices, as mentioned in Section 5.4. In Section 5.4, we show
that if two datasets share a similar feature ranking (as in the Site A
and Site B datasets), then the classifier trained to distinguish ICS and
non-ICS devices on one dataset will perform adequately on the other
dataset. Also, the more similar the feature ranks are within the two
datasets, the better the classifier will perform when transferring from
one dataset to another.

5.4. Transferability

We trained a SVM classifier with a 10th order polynomial kernel,
which uses the calculated network features for one dataset and tests on
another dataset, to evaluate if the classifier is transferable and how well
it performs ICS device vs. non-ICS device classification. For demonstrat-
ing transferability, we selected two scenarios. The first scenario uses
network traffic features and flows from the Site A training dataset to
train a SVM classifier, and tests the trained classifier on the Site A test
dataset. The second scenario involves the same training step as the first
scenario, but tests the trained classifier on the traffic flows from the Site
B test dataset. In traffic flow calculations, 𝑇 and 𝛥𝑇 play major roles, so
for this transferability experiment, we kept 𝛥𝑇 constant at 10 s, while
varying 𝑇 from 0.1 to 2 h, with an interval of 10 min. The objective is to
show if the transferability (defined here by the classifier’s performance)
changes while changing the total data collection time, defined by 𝑇 .

In Fig. 9 , the two subplots show the true positive and true negative

A. Mohanty et al.
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Fig. 7. Time series plots of ICS and non-ICS traffic related to the top six important
eatures for Site B.

Fig. 8. Time series plots of ICS and non-ICS traffic related to the top six important
eatures for Site A.

ates (here positive indicates ICS devices and negative indicates non-
CS devices), where the red and blue colors indicate the test dataset to
e either Site B or Site A, respectively. Compared to the blue line (no-
ransfer), the red line (transfer) yields around a 0.25 reduction in true
ositive rate and a 0.07 reduction in true negative rate. Furthermore,
or both transfer and no-transfer cases, both the rates saturate after a

value of 1 h, which further shows our previous claim of having 1 h
f data with 𝛥𝑇 = 10 s to be optimal.

Based on the findings from Figs. 7 and 8, we chose the three
important features in common between Site A and Site B for classifying
ICS and non-ICS flows. The feature ranking shows that Site A and
Site B do not share the feature ranking for classifying ICS and non-
ICS flows; this justifies the drop in classification accuracy between the
transfer and no-transfer cases as shown in Fig. 9. As shown in Fig. 11,
the two subplots show that by adding three extra features (based on
the feature ranking) and retraining the transferred classifier, we can
achieve the no-transfer accuracy for the Site B dataset (retraining here
means transferring the trained classifier from Site A and replacing the
respective features with those from Site B as mentioned in Fig. 11). In
a similar transferability setting (training on Site A and testing on Site
B), the feature-based-method performs significantly better than IP2Vec,
as in Fig. 10. Although IP2Vec performs better than the feature-based-
method within a dataset due to its inherent architecture of utilizing
Industrial Control System Device... 28
Fig. 9. Classification performance variation with varying 𝑇 using the traffic-features-
based method, when the classifier is trained on Site A and tested on Site A, and when
the classifier is trained on Site A and tested on Site B.. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

Fig. 10. Across-dataset performance comparison between IP2Vec and feature-based
methods.

flow definition, IP2Vec is unable to extract generalizable features,
unlike the feature-based-method, and therefore performs worse than
the feature-based-method in an across-dataset setting.

6. Data collection parameters: Optimal 𝑻 and 𝜟𝑻

The amount of data needed to obtain a desired classification
accuracy for differentiating ICS and non-ICS devices is crucial for
understanding the applicability of this task in a near-real-time envi-
ronment. The definition of ‘‘desired’’ is highly application-dependent.
For example, a real-time intrusion detection system may require a low
false negative rate to maximize the likelihood of detecting intruders,
but be more tolerant of false positives. On the contrary, an off-line
security assessment survey may tolerate both false negatives and false
positives due to the non-time-critical nature of the assessment. An
ideal method of differentiating ICS and non-ICS devices would produce
perfect classification accuracy, but this may not always be achievable
in practice. In this section, we evaluate the optimal data collection time
required to achieve a classification accuracy between 80–95%.

We have iterated the amount of data available, by varying 𝑇 be-
tween 0.1 to 2.5 h, with an interval of 5 min for the Site A dataset.
A. Mohanty et al.
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Fig. 11. Different cases of transfer with their respective accuracies: Case 1 indicates
ust the transfer from Site A to Site B. Case 2 indicates replacing rcvd_psize_min
ssociated with Site A by the one from Site B, and retraining the classifier. Case 3
ndicates replacing rcvd_psize_min and sent_pinterarr_avg associated with Site A by the
nes from Site B, and retraining the classifier. Case 4 indicates replacing rcvd_psize_min,
ent_pinterarr_avg and sent_psize_min associated with Site A by the ones from Site B,
nd retraining the classifier. Case 5 indicates retraining using all the features from Site
.

imilarly we have iterated the amount of data available, by varying 𝑇
between 0.1 to 2.5 h, with an interval of 5 min. For each 𝑇 , the classi-
fication accuracy for ICS devices and non-ICS devices was evaluated, as
shown in Fig. 12(a) and Fig. 12(b). Moreover, we used standard k-fold
cross validation (𝑘 = 20) for determining the classification accuracy,
which eliminates variability over the accuracy number. As shown in
Fig. 12(a), for the Site A dataset with a 𝛥𝑇 of 10 s, the minimum 𝑇
is 1 h (after 1 h of data, both the classification accuracies converge).
Similarly, in Fig. 12(b), for the Site B dataset with 𝛥𝑇 of 10 s, the
optimal 𝑇 is 0.5 h for achieving a converged classification accuracy.
In both Fig. 12(a) and Fig. 12(b), the accuracy numbers are associated
with the test classes, averaged over the 20 folds.

After fixing 𝑇 at the optimal value of 0.5 h for the Site B dataset,
𝑇 was varied to show the effect of 𝛥𝑇 on the classification accuracy.

The variation of classification accuracy with 𝛥𝑇 is shown in Fig. 13(b).
Similarly, after fixing 𝑇 at the optimal value of 1 h for the Site
A dataset, 𝛥𝑇 was varied to capture its effect on the classification
accuracy, as shown in Fig. 13(a). For both Fig. 13(a) and Fig. 13(b),
there is a downward trend in classification accuracy with an increase
in 𝛥𝑇 . This finding matches with intuition, as increasing 𝛥𝑇 (with a
fixed value of 𝑇 ) results in a smaller number of individual flows in
each dataset. However, we have selected a 𝛥𝑇 value of 10 s for both
the datasets.
Industrial Control System Device... 29
Fig. 12. Variation of classification accuracy with changing 𝑇 , with 𝛥𝑇 = 10 s.

Note that in both Figs. 12 and 13, the classification accuracy was
evaluated using the traffic-features-based method described in Sec-
tion 5.3. For IP2Vec, data from both Site A and Site B are collected
based on the number of discrete flows and therefore the classification
accuracy variation with respect to 𝑇 and 𝛥𝑇 is not studied.

7. ICS device classification using DNP2Vec, solution of Task 2

In this section, we utilize DNP3 fields as features for classifying ICS
devices. Before describing the details of the proposed framework, we
rank the DNP3 features based on their importance in classifying ICS
devices for both Site A and Site B datasets.

7.1. DNP3 field importance

There are 7 different types of ICS devices and 2 different types
of ICS devices in the Site B dataset and Site A dataset, respectively.
We used the labeled ICS devices to train a linear kernel-based SVM
classifier, which utilizes 40 distinct DNP3 fields as features. Between
these 40 different DNP3 features present in both the Site A and Site
B datasets, we wanted to find the priority ranking of the fields in
relation to the performance of ICS devices classification. First, we
trained a linear kernel-based SVM classifier using 40 DNP3 features
for classifying ICS devices for both datasets, and repeated the training
activity while individually eliminating DNP3 features. This yields the
effect of individual DNP3 features on device classification accuracy.
dnp3.hdr.CRC and dnp3.al.obj fields have the highest priority, and rest

of the 38 fields are at the same level of priority.

A. Mohanty et al.
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Fig. 13. Variation of classification accuracy with changing 𝛥𝑇 , with 𝑇 = 1 h for Site
A testing set and 𝑇 = 0.5 h for Site B testing set.

dnp3.hdr.CRC is the DNP3 data link header checksum. This un-
igned integer is used for error detection in the data link header fields,
nd effectively encodes the message length, a multitude of information
n the data link header control field, and the DNP3 source and des-
ination addresses. Thus, this field appears to be relevant for device
dentification in that it captures some valuable characteristics of a
essage sender, as well as the state of the link between a sender and

eceiver.
dnp3.al.obj is the DNP3 application layer object type field. DNP3

ses the concept of objects to represent data from a device. Every object
s identified by a group and variation that specifies the nature of the
ata encapsulated by the object. This unsigned integer specifies the
bject group and variation for data requested by a master or provided
y an outstation response. It is conceivable that the identity of a device
s in some way linked to the type of data that it requests or provides.
hus, this feature may be relevant for device identification.

.2. Description of DNP2Vec

We modified the IP2Vec framework [1] for classifying the ICS
evices present in the PCAP dataset. DNP2Vec is similar in architecture
o IP2Vec, although dissimilar in generating the training samples for
ts training. We used the DNP3 feature ranking captured in Section 7.1
ith the training sample to train DNP2Vec with a hidden dimension
f 60. The input layer of training DNP2Vec uses the Source IP address
s the only feature, while the output layer uses destination IP address,
estination port, dnp3.al.obj, dnp3.hdr.CRC and dnp3.tr.fin, as shown
Industrial Control System Device... 30
Fig. 14. t-SNE based classification performance comparison for ICS device classification
using the baseline (left) and DNP2Vec methods (right), applied to the Site B test dataset.
SVM with a linear-kernel gives an improvement of 23% when using the DNP3 feature
embedding with DNP2Vec. SVM with a polynomial kernel via the DNP2Vec-based
method gives an improvement of 8% compared to the baseline.

in Fig. 1. This training sample generation method guarantees a uni-
directional network flow similar to IP2Vec. Therefore, for a selected
batch size of 100 when training DNP2Vec (this means 100 network
flows), the input dimension will be 500 (as the Source IP will be
repeated 5 times for generating the training sample associated with the
five features in the output layer). Also, it is important to note that all
of the network flows passing through the DNP2Vec framework are ICS
device-type flows, which go through the sequence of operations (first
IP2Vec and then DNP2Vec) mentioned in Fig. 1. Next, we demonstrate
an experimental setup, similar to that mentioned in Section 2.1, for
training the proposed DNP2Vec framework.

7.3. Performance of the proposed framework

The proposed framework is trained on the Site A and Site B datasets,
using the experimental setup mentioned in Section 2.1. We trained a
linear and a 10th order kernel-based SVM, as shown in Figs. 14 and 15.
The baseline performance, using 40 DNP3 features for classifying ICS
devices, is shown in Fig. 14 for the Site B testing dataset; the average
class accuracy in this case is 77% for a linear-kernel, and 58% for a 10th
order kernel. Our proposed DNP2Vec framework performs significantly
better for classifying ICS devices: as shown in Fig. 14, using DNP2Vec
gives perfect (100%) classification accuracy with a linear-kernel, and
77% classification accuracy with a 10th order kernel, when applied to
the Site B testing dataset. Similarly, for the Site A testing dataset, the
baseline method yields a classification accuracy of 70% for a linear-
kernel, and 92% for a 10th order kernel, as shown in Fig. 15. The
DNP2Vec method for the Site A testing dataset has perfect (100%)
classification accuracy for both a linear and a 10th order kernel, as

shown in Fig. 15.
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Fig. 15. t-SNE based classification performance comparison for ICS device classifica-
tion using the baseline (left) and DNP2Vec methods (right), applied to Site A test
dataset. SVM with linear-kernel gives an improvement of 30% when using the DNP3
feature embedding with DNP2Vec. SVM with polynomial kernel is also tried and the
DNP2Vec-based method gives an improvement of 19% when compared to baseline.

8. Conclusion and future work

In this paper, we have proposed a framework for classifying ICS
devices from PCAP datasets. The framework consists of two main
tasks: first the classification of ICS vs. non-ICS devices and second,
classifying the ICS device type. For the first task we proposed a
method based on IP2Vec and network traffic features. We showed that
although IP2Vec outperforms the traffic-features-based method in a
‘‘within-network’’ setting, the traffic-features-based method is better in
an ‘‘across-network’’ transfer-learning setting. Furthermore, we have
showed that both methods are insensitive to the observation window as
long as it is ‘‘long enough’’ (at least 1 h for both the datasets we have
tested our methods on). For the second task, we proposed the DNP2Vec
method, which uses an embedding of DNP3 features for classifying
ICS devices. We showed that our DNP2Vec method outperforms the
baseline method for classifying ICS devices.

The architecture selection of IP2Vec and DNP2Vec is motivated by
the desire to deploy our proposed methods to the field for the purpose
of real-time network traffic monitoring. Deep learning methods, such as
graph convolutional network, although applicable in the context of de-
vice classification, are much more computationally complex compared
to our proposed architecture. Such methods might introduce additional
processing delays.

General availability of ICS network data is a challenge due primarily
to reasons of security; however, assuming that a data set has been
obtained, the generalizability of classification methods can help to
mitigate this to an extent. Additionally, in cases where network data
to be classified is sparse, as illustrated in Fig. 12(a) and Fig. 12(b), we
propose to use synthetic data generation frameworks such as generative
adversarial networks or sequence-to-sequence models in future work.
Industrial Control System Device... 31
Furthermore, while our device classification methods work well for
traffic with unencrypted payloads, which is common for ICS networks
where availability and integrity are more important than confidential-
ty, they are less effective when the payload is unavailable. However, 

when payload is available, our methods are easily extensible to the
numerous other ICS protocols through the feature selection process
described in Section 7. Through the feature selection and training pro-
cesses, our models adapt to new protocols without the need to explicitly
consider the semantics of specific protocol fields. This eliminates the
eed to write code that interprets ICS protocol field values and assign 

meaning to them; rather, what is needed is simply a decomposition of
network packets into their constituent protocol fields, which is already
performed by common open-source protocol analyzers.

Finally, while we focused on two specific learning tasks in this 
work, there are many other ICS device characterization tasks that
might be amenable to our proposed methods, such as determination
of firmware version or other configuration-oriented characteristics, and
these should be investigated in future work.

References

[1] Ring M, Dallmann A, Landes D, Hotho A. Ip2vec: Learning similarities between
IP addresses. In: 2017 IEEE international conference on data mining workshops
(ICDMW). IEEE; 2017, p. 657–66.

[2] Beaver JM, Borges-Hink RC, Buckner MA. An evaluation of machine learning
methods to detect malicious SCADA communications. In: 2013 12th international
conference on machine learning and applications, vol. 2. IEEE; 2013, p. 54–9.

[3] Hink RCB, Beaver JM, Buckner MA, Morris T, Adhikari U, Pan S. Machine
learning for power system disturbance and cyber-attack discrimination. In: 2014
7th International symposium on resilient control systems. IEEE; 2014, p. 1–8.

[4] Kravchik M, Shabtai A. Detecting cyber attacks in industrial control systems
using convolutional neural networks. In: Proceedings of the 2018 Workshop on
Cyber-Physical Systems Security and PrivaCy; 2018. p. 72–83.

[5] Maglaras LA, Jiang J. Intrusion detection in SCADA systems using machine
learning techniques. In: 2014 Science and information conference. IEEE; 2014,
p. 626–31.

[6] Rudin C, Waltz D, Anderson RN, Boulanger A, Salleb-Aouissi A, Chow M,
Dutta H, Gross PN, Huang B, Ierome S, et al. Machine learning for the new york
city power grid. IEEE Trans Pattern Anal Machine Intell 2011;34(2):328–45.

[7] Fukuda T, Shibata T. Theory and applications of neural networks for industrial
control systems. IEEE Trans Indus Electron 1992;39(6):472–89.

[8] Anderson RN, Boulanger A, Powell WB, Scott W. Adaptive stochastic control for
the smart grid. Proc IEEE 2011;99(6):1098–115.

[9] Bigham J, Gamez D, Lu N. Safeguarding SCADA systems with anomaly detection.
In: International workshop on mathematical methods, models, and architectures
for computer network security; Springer: 2003. p. 171–82.
A. Mohanty et al.

https://doi.org/10.1016/j.array.2021.100081
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb1
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb1
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb1
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb1
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb1
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb2
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb2
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb2
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb2
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb2
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb3
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb3
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb3
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb3
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb3
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb5
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb5
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb5
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb5
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb5
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb6
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb6
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb6
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb6
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb6
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb7
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb7
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb7
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb8
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb8
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb8


[

[

[

[

[

[

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
10] Düssel P, Gehl C, Laskov P, Bußer J-U, Störmann C, Kästner J. Cyber-critical
infrastructure protection using real-time payload-based anomaly detection. In:
International workshop on critical information infrastructures security; Springer:
2009. p. 85–97.

11] Garitano I, Uribeetxeberria R, Zurutuza U. A review of SCADA anomaly detection
systems. In: Soft computing models in industrial and environmental applications,
6th international conference SOCO 2011. Springer; 2011, p. 357–66.

12] Zander S, Nguyen T, Armitage G. Automated traffic classification and application
identification using machine learning. In: The IEEE conference on local computer
networks 30th anniversary. IEEE; 2005, p. 250–7.

13] Caselli M, Hadžiosmanović D, Zambon E, Kargl F. On the feasibility of device
fingerprinting in industrial control systems. In: International workshop on critical
information infrastructures security; Springer: 2013. p. 155–66.

14] Feng X, Li Q, Wang H, Sun L. Characterizing industrial control system devices on
the internet. In: 2016 IEEE 24th international conference on network protocols.
IEEE; 2016, p. 1–10.

15] Formby D, Srinivasan P, Leonard AM, Rogers JD, Beyah RA. Who’s in control of
your control system? device fingerprinting for cyber-physical systems. In: NDSS.
2016.
Industrial Control System Device... 32
[16] Yang K, Li Q, Sun L. Towards automatic fingerprinting of IoT devices in the
cyberspace. Comput Netw 2019;148:318–27.

[17] Lavrenovs A, Graf R, Heinaaro K. Towards classifying devices on the internet
using artificial intelligence. In: 2020 12th International conference on cyber
conflict. 1300, IEEE; 2020, p. 309–25.

[18] Yuan M, Dong Y. Network video traffic classification using feature fusion. In:
2020 IEEE 6th international conference on computer and communications; 2020.
p. 1847–51. 10.1109/ICCC51575.2020.9345024.

[19] S. MC, H. S, Somu TE. Network traffic classification by packet length signature
extraction. In: 2019 IEEE international WIE conference on electrical and com-
puter engineering; 2019. p. 1–4. 10.1109/WIECON-ECE48653.2019.9019918.

[20] Su Y, Qi K, Di C, Ma Y, Li S. Learning automata based feature selection for
network traffic intrusion detection. In: 2018 IEEE third international conference
on data science in cyberspace; 2018. p. 622–27. 10.1109/DSC.2018.00099.

[21] Mikolov T, Sutskever I, Chen K, Corrado G, Dean J. Distributed representations
of words and phrases and their compositionality. 2013, arXiv preprint arXiv:
1310.4546.

[22] Guyon I, Weston J, Barnhill S, Vapnik V. Gene selection for cancer classification
using support vector machines. Machine Learn 2002;46(1-3):389–422.
A. Mohanty et al.

http://refhub.elsevier.com/S2590-0056(21)00029-1/sb11
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb11
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb11
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb11
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb11
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb12
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb12
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb12
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb12
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb12
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb14
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb14
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb14
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb14
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb14
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb15
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb15
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb15
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb15
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb15
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb16
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb16
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb16
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb17
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb17
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb17
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb17
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb17
http://arxiv.org/abs/1310.4546
http://arxiv.org/abs/1310.4546
http://arxiv.org/abs/1310.4546
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb22
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb22
http://refhub.elsevier.com/S2590-0056(21)00029-1/sb22


a r t i c l e i n f o 
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a b s t r a c t 

Food is considered as a basic need of human being which can be satisfied through farming. Agriculture not only 
fulfills humans’ basic needs, but also considered as source of employment worldwide. Agriculture is considered as 
a backbone of economy and source of employment in the developing countries like India. Agriculture contributes 
15.4% in the GDP of India. Agriculture activities are broadly categorized into three major areas: pre-harvesting, 
harvesting and post harvesting. Advancement in area of machine learning has helped improving gains in agricul- 
ture. Machine learning is the current technology which is benefiting farmers to minimize the losses in the farming 
by providing rich recommendations and insights about the crops. This paper presents an extensive survey of lat- 
est machine learning application in agriculture to alleviate the problems in the three areas of pre-harvesting, 
harvesting and post-harvesting. Application of machine learning in agriculture allows more efficient and precise 
farming with less human manpower with high quality production. 
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. Introduction

Agriculture is considered an important pillar of the world’s econ-
my and also satisfies one of the basic need of human being i.e. food.
n most of the countries it is considered the major source of employ-
ent. Many countries like India still use the traditional way of farming,

armers are reluctant to use advanced technologies while farming be-
ause of either the lack of knowledge, heavy cost or because they are
naware about the advantages of these technologies. Lack of knowl-
dge of soil types, yields, crops, weather, and improper use of pesti-
ides, problems in irrigation, erroneous harvesting and lack of informa-
ion about market trend led to the loss of farmers or adds to additional
ost. Lack of knowledge in each stage of agriculture leads to new prob-
ems or increases the old problems and add the cost to farming. Growth
n the population day by day also increases the pressure on the agri-
ulture sector. Overall losses in the agriculture processes starting from
rop selection to selling of products are very high. As per the famous
aying “Information is the Power ”, keeping track of information about
he crops, environment, and market, may help farmers to take better
ecisions and alleviate problems related to agriculture. Technologies
ike blockchain, IoT, machine learning, deep learning, cloud comput-
ng, edge computing can be used to get information and process it. Ap-
lications of computer vision, machine learning, IoT will help to raise
he production, improves the quality, and ultimately increase the prof-
tability of the farmers and associated domains. The Precision learning in
 a
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he field of agriculture is very important to improve the overall yield of
arvesting. 

Blockchain technology, cloud computing, internet of things (IoT),
achine learning (ML) and deep learning (DL) are the latest emerging

rends in the computer field. It has been already used in different do-
ains like healthcare, cybercrime, biochemistry, robotics, metrology,

anking, medicine, food etc. to solve the complex problems by the re-
earchers. Many applications of machine learning, IoT in different do-
ains are presented [1–5] . Deep learning algorithms are making ma-

hine learning more powerful and accurate. By using automated ma-
hine learning (AutoML) one can cut the demand of ML experts, auto-
ate the ML pipeline with more accuracy. 

While performing agriculture tasks the steps as below is generally
ollowed by farmers. 

Step 1: Selection of Crop 
Step 2: Land Preparation 
Step 3: Seed Sowing 
Step 4: Irrigation & fertilizing 
Step 5: Crop Maintenance [use of pesticides, crop pruning etc.] 
Step 6: Harvesting 
Step 7: Post-Harvesting activities 

As per the above algorithm, the agriculture related tasks are catego-
ized in the for major sub areas. Fig. 1 shows these four sub-domains of
griculture tasks. 
P. K. Subudhi et al.
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Fig. 1. General categorization of agriculture tasks. 

Fig. 2. Important parameters considered in each stage of farming. 

Table 1

Important factors to be considered in each stage. 

S. No. Stage Activities / Factors References

1 Pre-harvesting Soil, seeds quality, fertiliser/pesticide application, pruning, cultivar selection, genetic and environmental conditions,
irrigation, crop load, weed detection, disease detection.

[ 6 , 7 , 9 ]

2 Harvesting Fruit/crop size, skin color, firmness, taste, quality, maturity stage, market window, fruit detection and classification. [7]
3 Post-harvesting Factors affecting the fruit shelf-life such as temperature, humidity, gasses used in fruit containers, usage of chemicals in

postharvest and fruit handling processes to retain the quality, fruit grading as per quality.
[7]
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During pre-harvesting tasks farmers focuses on selection of crops,
and preparation, seed sowing, irrigation, and crop maintenance which
ncludes use pesticides, pruning etc. In yield estimation the farmers do
he activities like yield mapping and counting the number of fruits so
hat they can predict the production and make the necessary arrange-
ents required at the time of harvesting or post-harvesting. While har-

esting farmers are focused on maturity of crops or fruits market need
uality. Whereas in post-harvesting farmers are focused on post-harvest
torage and processing systems. Fig. 2 shows the important factors that
hould be considered in each stage of farming. Table 1 summarizes few
orks in each stage of agriculture tasks. 

The major branches of the agriculture are Agronomy, Horticulture,
orestry, Livestock, Fisheries, Agriculture Engineering and Economics.
he scope of the paper is confined to use of machine learning in agri-
ulture, specifically on fruits. 

In the following sections, the review of the most recent techniques
f machine vision systems used for classification and object detection in
Machine Learning in Agri... 34
ach stage of farming is presented. Section 2 explains the use of ML in the
re-harvesting stage. In Section 3 , usage of ML in the stage of harvesting
s explained and in Section 4 usage of ML in the post-harvesting stage is
xplained. Sections 5 and 6 focuses on discussion and challenges in use
f the Artificial Intelligence (AI), ML, and DL. 

. Pre-harvesting

Pre-harvesting parameters play a key role in overall growth of
crop/fruits. In pre-harvesting machine learning is used to capture
the parameters of soil, seeds quality, fertilizer application, prun-
ing, genetic and environmental conditions and irrigation. Focus-
ing on each component it is important to minimize the overall
losses in production. Here few important components in the pre-
harvesting are considered and how neural networks and machine

learning are used to capture the parameters of each component. 

P. K. Subudhi et al.



Table 2

Analysis of pre-harvesting parameter: Soil. 

S. No. Property
Important
features

Classes defined in the
work

Dataset used
(Public / Own)

Total number of
images used for
training

Models / Method /
Algorithms
compared

Best model /
method/
algorithm Results Reference

1 Soil Village wise soil
fertility indices
of available Soil
Reaction (pH),
Organic Carbon
(OC) and Boron
(B), Phosphorus
(P), and
Potassium (K)

For P, K and OC three
classes: Low, Medium,
and High. For B six
classes: Very Low, Low,
Medium, Moderately
High, High, and very
High. For pH Four
classes: Strongly Acidic
(SA), Highly Acidic
(HA), Moderately Acidic
(MA), and Slightly Acidic
(SLA).

public (reports
available during
the years
2014 to 2017)

NA Extreme Learning
Machine (ELM) with
different activation
functions like
sine-squared,
Gaussian radial
basis, triangular
basis, hyperbolic
tangent, and hard
limit

ELMs with
Gaussian radial
basis function

80% of accuracy [10]

2 Soil Organic
matter (SOM)
and pH
parameter

SOM and pH parameters Own 523 soil samples four Machine
Learning models
Cubist regression
model (Cubist),
extreme learning
machines (ELM),
least squares-support
vector machines
(LS-SVM), and
partial least squares
regression (PLSR)

ELM R2 = 0.81 [11]

3 Moisture
content (MC),
organic carbon
(OC), and
nitrogen (TN)

Estimating moisture
content (MC), organic
carbon (OC), and
nitrogen (TN)

Own 140 set Cubist, partial least
squares regression
(PLSR), least squares
support vector
machines (LS-SVM),
and principal
component
regression (PCR)

LS-SVM is best
for MC and OC
and TN is best
by the Cubist

MC -
RMSEP:0.457%,
RPD:2.24 TN -
RMSEP: 0.071
and RPD :1.96

[12]

4 soil moisture Auto-regressive error
function (AREF)
combined with
computational models

Own The soil
moisture and
density were
determined by
volumetric
rings with
100 cm3
collected in
eight positions
along the plots,
at
depths from
25 mm to
75 mm

NA One Neuro-Fuzzy
model (ANFIS) and
two artificial neural
networks (a
Multi-Layer
Perceptron (MLP)
and a Radial Basis
Function (RBF)).
Multiple linear
regression (MLR)
models with two and
six independent
variables

Neural Network
with AREF

RMSE between
1.27% and
1.30%, R2
around 0.80,
and APE
between 3.77%
and 3.75%

[13]

5 Soil
Temperature

soil temperature (ST) at
6 different depths of 5,
10, 20, 30, 50 and
100 cm

Public (For
Bandar Abbas,
10 years
measured data
sets for the
period
of 1996–2005
and for Kerman,
7 years
measured data
sets for
the period of
1998–2004)

NA ELM, SaE-ELM,
genetic
programming (GP)
and artificial neural
network (ANN)

SaE-ELM MABE -
0.8660–1.5338
C R -
0.9084–0.9893

[14]
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.1. Soil 

Liakos, et al. [8] and Sharma, et al. [9] presented a soil manage-
ent survey with the application of ML techniques for prediction or

dentification of soil properties (estimation of soil temperature, soil dry-
ng, and moisture content). The categorization and estimation of the
oil attributes help farmers in minimizing extra cost on fertilizers, cut
he demand of soil analysis experts, increase profitability, and improve
ealth of soil, whereas Suchithra and Pai [10] presented pH values and
oil fertility indices classification and predication model. Yang, et al.
11] observed that important indicators of soil fertility are pH values and
Machine Learning in Agri... 35
oil Organic matter (SOM) and thus the authors have done prediction of
OM and pH parameters in paddy soil. Morellos, et al. [12] has predicted
rganic carbon (OC), nitrogen (TN), and moisture content (MC) param-
ters of the soil. The aim of study was to compare machine learning
lgorithms and linear multivariate algorithms on basis of their perfor-
ance of prediction. As soil moisture is frequently associated with vari-

bility in yield, Johann, et al. [13] have estimated the moisture content
f soil using with Auto-regressive error function (AREF) along with ma-
hine learning algorithms. Nahvi, et al. [14] developed a new model by
mploying Self-adaptive evolutionary (SaE) agent in extreme machine
earning (ELM) architecture. This new model is used for the assessment
P. K. Subudhi et al.



of daily soil temperature (ST) at 6 different depths of 5, 10, 20, 30, 50 
and 100 cm. The detail summary of work done by different authors on 
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oli parameter is mentioned in Table 2.  

.2. Seeds 

Seed germination is a vital factor for quality of seed, which is an
mportant determining factor of yield and quality of production
eed germination rate calculation is still done manually with the
elp of trained persons which is not only a tiresome process but also
rone 
o error. Thus, various machine leaning and image recognition tech-
iques have been proposed by different authors to automate the process
f seed sorting and calculation. Various computer vision, machine learn-
ng techniques, Convolution Neural Network (CNN) methods have been
resented in D. Sivakumar, et al. [15],  Huang, et al. [16],  Zhu, et a
17].  Image recognition technique for seed sorting with high accuracy
s developed by Young, et al. [18].  Ke-ling, et al. [19] used a multi
ayer perceptron neural network model for improving the accuracy of
he classification method to separate pepper seeds of high-quality from
ow-quality. Uzal, et al. [20] and Veeramani et al. [21] used the deep
eural network (DNN) model using CNN for the assessment of the quan-
ity of seeds per pod in soybean and for sorting of haploid seeds on basis
f shape, phenotypic expression, and the embryo pose. Nkemelu, et al.
22],  built a model using CNN for plant seedlings classification into 12
pecies. Medeiros, et al. [23] assessed the proficiency of computer vision
s an alternative to routine vigor tests to expedite the process of accurate
volution of seed physiological potential. Amiryousefi, et al. [24] used
mage analysis technique, principal component analysis (PCA), to save
ime and cost of placing seeds in different clusters by reducing the fea-
ures to be considered for clustering. Vlasov, et al. [25],  Kurtulmuş ,  et a
26] used machine learning (ML) techniques for efficient seed classifica-
ion. The detail summary of work done by different authors is mentioned
n Table 3. 

.3. Pesticides and disease detection 

In-time disease detection is the most important task to save crops
rom major loss. Some farmers regularly analyze leaf or branches of
ree while growing and identify the diseases or many times to avoid
he diseases, they apply the pesticides on all the crops equally. Both the
ctivities are based on human experience which is prone to errors and
isky. Decision of which pesticide, when to apply and where to apply is
otally dependent on type of disease, its stage and affected area. Appli-
ation of unnecessary pesticide on all the crops may harm crops as well
s farmer’s health. Precision agriculture helps farmers for application of
he right pesticide at right time at right place. Many works combined
esticides prediction with the detection of disease on plants. This section
iscusses bout disease detection using machine learning. 

Alagumariappan, et al. [27],  developed a real-time decision suppor
ystem integrated with a camera sensor module for plant disease iden-
ification. In this work authors evaluated the performance of three ma-
hine learning algorithms namely, Extreme Learning Machine (ELM)
nd Support Vector Machine (SVM) with linear and polynomial kernels
nd observed that the performance of ELM is better when compared to
ther algorithms. Savary, et al. [28] studied how diseases cause the crop
osses and their implications for global food production losses and food
ecurity. The objective of this work is to show that crop loss research is
ital and should be consider as full branch of plant science. 

Sujatha, et al. [29],  compared the ML algorithms (SVM, RF, SGD
ith DL algorithms (Inception-v3, VGG-16, VGG-19) in terms of citrus
lant disease detection and observed that DL methods performed much
etter. Karada ̆g, et al. [30] studied detection of healthy and fusarium
iseased peppers (capsicum annuum) from the reflections obtained from
he pepper leaves with the help of spectroradiometer. Artificial Neural
etworks (ANN), Naive Bayes (NB) and K-nearest Neighbor (KNN) ma-
hine learning algorithms were used for classification. Authors claimed
Machine Learning in Agri... 36
hat leaf reflections can be used in disease detection. Pandya [31] , pre-
ented data about different types of pesticides, their applications and
mpact on environment. Arsenovic, et al. [32] discussed the shortcom-
ngs of available DL models used for plant disease detections. A novel
odel is built which consist of two-stage architecture Disease Net, for

lassification of plant disease, which achieved 93.67% training accu-
acy. Barbedo [33] , explored the new approach by using DL to identify
lant diseases from individual lesions and spots instead of considering
ntire leaf. This approach helps to detect multiple diseases on the same
eaf with 12% higher accuracy. Saleem, et al. [34] , presented a detail
eview of DL models used to envision different diseases of plant. Many
esearch gaps have been enlisted in the plant disease detection and sug-
ested that advanced DL algorithms should be used to increase the ac-
uracy. 

Liu, et al. [36] , Kour, et al. [37] studied the apple leaf diseases
nd apple fruit diseases respectively. A CNN model was proposed to
lassify apple leaf diseases into Brown spot, Rust, Mosaic, and Al-
ernaria leaf spot. A new dataset was created consisting of 13,689 im-
ges of diseased leaves which was used to train the novel architecture
ased on AlexNet in [34] . For apple disease detection and classification
n Kashmir Valley, another model called Fuzzy Rule-Based Approach
or Disease Detection (FRADD) was proposed in [35] . Though the ac-
uracy of the model is good, it takes into account only one disease
nown as scab and limited numbers of fruit types. Xing, et al. [38] pro-
osed a new model called Weakly DenseNet-16, to overcome the limi-
ations of pre-trained models which are trained on ImageNet dataset. A
ataset consisting of 17 species of citrus pests and seven types of cit-
us diseases (9051 images of citrus pests and 3510 images of citrus
iseases) was created. Weakly DenseNet-16 performed well with the
ccuracy 93.33% as compared to MobileNet-v1 (85.04%), MobileNet-
2 (87.82%), ShuffleNet-v1 (83.44%), ShuffleNet-v2 (83.21%), NIN-
6 (91.66%), SENet-16 (88.36%), and VGG-16 (92.93%). Doh, et al.
39] proposed a solution to detect the citrus fruit diseases using their
hysical attributes such as the texture, color, structure of holes on the
ruit and morphology. The proposed solution composed of K-Means clus-
ering technique, ANN and SVM algorithms. Results show that the use
f SVM with ANN helps in increasing disease detection and classifica-
ion rate. The detailed summary of the published works is presented in
able 4 . 

. Harvesting

After taking care of parameters in pre-harvesting stage like soil,
eeds, weeds etc., when the fruits/vegetables are ready then harvest-
ng is the most important stage. The important parameters should be
ocused in this stage are fruit/crop size, skin color, firmness, taste, qual-
ty, maturity stage, market window, fruit detection and classification for
arvesting. Careful and right harvesting of fruit is directly correlated
ith the profit. In the survey, we observed that auto-harvesting robots,
achine learning, deep learning techniques are achieving better results

nd helping farmers in reducing the losses in harvesting stage. This sec-
ion presents the application of ML, DL algorithms in the harvesting. 

Hua, et al. [40] presented a detail survey on automated fruit harvest-
ng systems for sweet pepper, tomato, apple and kiwifruit as an example
o demonstrate the recent advances in intelligent automatic harvesting
obots in horticulture. The use automatic robots in field helps to increase
he production, saves the harvesting time which ultimately increase the
rofits of the farmers. Kushtrim, et al. [41] developed a CNN model
ased on single shot detector (YOLO) algorithm for on-tree fruit detec-
ion. A dataset consisting of real and synthetic images of apple and pear
rees was created. For labeling the images, open-source labeling tool
alled as BBox-Label-Tool was used. More than 5000 images of pear and
pple fruits were used while training the model. Amazon cloud platform
as used to train the model. The model achieved more than 90% accu-

acy for on-tree fruit detection. Two deep neural network models were
nvestigated in the proposed work, a small CNN model and a VGG-16
P. K. Subudhi et al.



Table 3

Analysis of pre-harvesting parameter: Seed. 

Sr. No. Property 
Important
features

Classes defined
in the work

Dataset used
(Public / Own)

Total no of
images used for
training

Models /
Method /
Algorithms
compared

Best model /
method /
algorithm Results

Model
evaluation
technique Reference

1 Seed color, shape,
and texture

maze seed Own 4000 ensemble
learning,
K-nearest
neighbor (KNN),
logistic
regression,
support vector
machine (SVM),
and Speeded Up
Robust Features
(SURF)
algorithm to
classify the
extracted
features,
GoogLeNet,
VGG19

GoogleNet 95% Confusion Table,
Training loss.
Testing loss.
Training
accuracy.
Testing accuracy

[16]

2 Cotton
Seed

Jinxin5, Jinxi7,
Shennongmian1,
Xinjiangzaomian1, 
Xinluzao- 
mian29,
Xinluzhong52
and
Xinluzhong42

own, dataset
collected from
Shihezi, Xinjiang
Uyghur
Autonomous
Region, China

13,160 SVM, PLS-DA,
and LR models
based on deep
features
extracted by
self-design CNN
and ResNet
models

self-design CNN 80% classification
accuracy

[17]

3 pepper
seeds

15 features (ten
color features:
R, G, B, L ∗ , a ∗ , 
b ∗ , hue, 
saturation,
brightness, and
Gray, three
geometric
features: width,
length, and
projected area,
seed weight and
density)

germinated seed
(1) and
un-germinated
seed (0)

Own 400 seeds multilayer
perceptron
(MLP); BLR
binary logistic
regression,
single feature
models

multilayer
perceptron and
binary logistic
regression

90% classification
accuracy

[19]

4 soybean
pods

38 tailored
features,
geometrical
characteristics
(area,
perimeter, major
and minor axis
length), shape
features
(density,
elongation,
ompactness,
rugosity and axis
ratio), first 4
Hu moments,
and finally a 25
bins histogram
of the profile of
the pod
straighten mask
added along the
short axis

2-SPP, 3-SPP,
and 4-SPP

Own 18,178 tailored features
extraction (FE)
followed by a
Support Vector
Machines
(SVM), CNN

CNN 86.20% accuracy [20]

5 haploid
maize
seeds

texture,
morphology,
color and shape

True-Diploid,
True-Haploid

Own 4021 DeepSort,
Support Vector
Machine (SVM),
Random Forest
(RF), and
Logistic
Regression (LR)

DeepSort 0.961 5-fold
cross-validation

[21]
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Table 4

Analysis of pre-harvesting parameter: Pesticides and disease detection. 

Sr. No. Property
Important
features

Classes defined in
the work

Dataset used
(Public /
Own)

Total no of
images used
for training

Models / Method /
Algorithms compared

Best model / method
/ algorithm Results

Model
evaluation
technique Reference

1 Disease
detection

color, shape,
and texture

12 different species
and 42 different
classes (both healthy
and diseased)

Own
(PlantDisease)

79,265 AlexNet, VGG 19,
Inception, DenseNet,
ResNet, PlantDiseaseNet

PlantDiseaseNet 94% TOP-1
Accuracy

[32]

Object Detection:
Two-Stage Methods -
Faster R-CNN, Faster
R-CNN with TDM, Faster
R-CNN with FPN,
One-Stage Methods -
YOLOv3, SSD513,
RetinaNet

2 Plant
disease

individual
lesions and
spots

Healthy,
Mildly diseased,
Moderately diseased,
Severely diseased

Own (Plant-
Disease)

PDDB -
1575 XDB -
46,409

GoogLeNet CNN GoogLeNet CNN 12% higher Confusion
matrices

[33]

3 Plant
disease and
pest
detection

deep
features

8 classes : 5 disease
(Coryneum
beijerinckii, Apricot
monilia laxa, Peach
monilia laxa, Cherry
myzus cerasi,
Xanthomonas
arboricola); 3 pest
(Walnut leaf mite ga,
Peach
sphaerolecanium
prunastri, Erwinia
amylovora)

Own 1965 extreme learning
machine (ELM), support
vector machine (SVM),
and K-nearest neighbor
(KNN), VGG16, VGG19,
and AlexNet

ResNet50 model and
SVM
classifier

98% accuracy,
sensitivity,
specificity,
and
F1-score,
confusion
matrix

[35]

4 Apple Leaf
Diseases

edge,
corner,
color, shape
and object,

4 classes: Brown
spot, Rust, Mosaic,
and Alternaria leaf
spot

Own 13,689 AlexNet Precursor, VGG
19, Inception, DenseNet,
ResNet, PlantDiseaseNet,
SVM BP AlexNet
GoogLeNet ResNet-20
VggNet-16 Our Work

AlexNet Precursor 97.62% confusion
matrix

[36]

5 Apple Fruit
Disease

background
and
foreground
pixels

4 classes: Poor,
Average, Good,
Excellent

Own (Two
datasets)

NA Fuzzy Rule-Based
Approach for Disease
Detection (FRADD)

FRADD 91.66 accuracy [37]

fi  

m  

g  

e  

a  

s  

V  

K  

d  

I  

r  

m  

b  

c  

r  

c  

a  

m  

m  

i  

l  

s  

c  

t  

t  

r  

t  

m  

t  

i  

i  

c  

[
c  

p  

s  

i  

c  

a  

o  

s  

s  

h  

m  

c  

o  

o

4

 

r  

f  

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
ne-tuned model to classify the fruits by Hossain, et al. [42] . The first
odel was built with six layers while the second was fine-tuned visual

eometry group-16 pre-trained DL model. Two datasets were used to
valuate the performance of the proposed models. Dataset-1 is publicly
vailable and it consists of 2633 color images whereas dataset-2 con-
ists of total 5946 images, distributed among 10 classes. It was claimed
GG-16 fine-tuned model achieved excellent accuracy on both datasets.
irk, et al. [43] studied on improving network performance on unseen
ata through a structured approach and analysis of the network input.
nstead of modifying network architecture and increasing depth of neu-
al network, the fusion of features was chosen. Result shows that the
odel complexity for more accuracy and generalization capabilities can

e avoided by using bio-inspired features. It is claimed that for the color
entric data classes this approach shows more promising results with the
obust DL model in real world. For this the work author created dataset
onsists of 6189 images over 2 months, August and September 2018,
nd manually annotated 150 of them. Altaheri, et al. [44] proposed a
achine vision system to categorize date fruit images according their
aturity stages which help in harvesting decision. A dataset of 8072

mages were created consisting of five date types: Naboot Saif, Kha-
as, Barhi, Meneifi, and Sullaj with different pre-maturity and maturity
tages. The images were captured in various angles, scales, illumination
onditions, and there were few occluded images. Transfer learning from
wo famous CNN models AlexNet and VGGNet were used to build the
hree classification models to classify date fruit according to their matu-
ity stage, type, and whether they are harvestable or not. Result shows
hat VGG-16 model outperformed with the accuracy of 99.01% in 20.6
s  

Machine Learning in Agri... 38
sec. Bauer, et al. [45] developed a platform that chains up-to-date ML
echniques, modern computer vision, and integrated software engineer-
ng practices to measure yield-related phenotypes from ultra-large aerial
magery named as AirSurf. Author claims that this platform help to in-
rease the yield and crop marketability before the harvest. Zhang, et al.
46] developed a harvesting robot for autonomous harvesting which
onsists of low priced gripper and ML technique for detection of cutting-
oint. The purpose of the study was to develop an autonomous harvester
ystem which can harvest any crop with peduncle rather than damag-
ng to its flesh. Onishi, et al. [47] proposed a new system (robot arm)
onsisting of Single Shot MultiBox Detector (SSD) and stereo camera for
utonomous detection and harvesting of fruits. The system was tested
n apple tee called “Fuji ”. Robot arm detects the harvestable fruit po-
ition and harvest it by twisting the hand axis. An experimental result
hows that system was able to detect 90% fruits and took only 16 s for
arvesting. Liu, et al. [48] proposed a novel pipeline consisting of seg-
entation, 3D localization and frame to frame tracking for accurately

ounting the fruits from order of images. This model was evaluated on
range and apple fruits dataset. Table 5 , presented the detail summary
f harvesting techniques. 

. Post-harvesting

Post-harvesting is last and most crucial area in agriculture which
equire more attention. After successfully completing all stages starting
rom yield-estimation till harvesting, negligence in post-harvesting may
poil all the efforts and cause severe loss to farmers. The subtasks that
P. K. Subudhi et al.



Table 5

Analysis of harvesting techniques. 

Sr. No. Property

Important

features

Classes defined

in the work

Dataset

used

(Public /

Own)

Total no of

images

used for

training

Models / Method /

Algorithms compared

Best model

/ Method

/Algorithm Results

Model

evaluation

technique Reference

1 Real-Time
Fruit
Detection
within tree

fruit
shapes,
color and/or
other
attributes

apple
and pear fruits

own 5000 Single-Shot Convolution
Neural
Network (YOLO)

YOLO 90% confusion
matrix.

[41]

2 fruit classifi- 
cation

NA 1st dataset: 15
classes, 2nd
dataset: 10
classes

1st dataset:
Public, 2nd
Dataset:
own

1st dataset:
2633, 2nd
dataset:5946

2 deep learning Models :
1) light model of six CNN
layers and 2)VGG-16
based architecture

VGG-16
based
architecture

99.75% Confusion
matrix

[42]

3 Outdoor
Fruit
Detection

Bio-Inspired
Features,
fusion of
features

3 classes: Ripe
Strawberry,
Unripe
Strawberry,
Both Classes

own
(DeepFruit)

4219 Feature Pyramid
Networks, Residual
Neural Networks
and RetinaNet

L ∗ a ∗ b ∗ Fruits 
system

performance
increase of
6.6 times

F1 score, the
harmonic
mean of
precision
and recall

[43]

4 Date Fruit
Classifica- 
tion

local and
spatial
features and
patterns

five date types
in different
pre-maturity
and maturity
stages: Naboot
Saif, Khalas,
Barhi, Menei,
and Sullaj

own 8000 VGG-16, AlexNet VGG-16 99.01% Confusion
matrix.

[44]

5 fruit
harvesting
robot

NA apples Detected,
Undetected

public 169 Single Shot MultiBox
Detector (YOLO)

YOLO 0.9 precision,
recall

[47]
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an be consider in this stage are shelf-life of fruits and vegetables, post-
arvest grading and export. Every country has their own standard rules
nd regulations for grading the fruits [49–51] . 

In [52] , an information manual with directions for “Post-harvest
anagement of mango for quality and safety assurance ” was presented.
his is very insightful for all the stakeholders of horticultural supply
hain. Study showed that wrong post-harvest handling methods can af-
ect the quality and quantity of fruits which increases the overall losses.
1% losses which are identified at retail level were caused by decay
nly. The other practices which add losses are poor harvesting, careless
andling, and improper packaging and carriage conditions. 

The wrong disease management during production causes the de-
ay at high-level of pre-harvest infections. The decays in the form of
nthracnose and stem end rot are very commonly observed. A train-
ng manual for “handling fresh fruits, vegetables and root crops ” for
renada was presented in [53] , as a part of the “Agricultural Market-

ng Improvement ” Project TCP/GRN/2901 which was implemented by
renada Government and FAO. The goal of this project was to increase

he profits for horticulture products and root crop growers through a
ell-organized agricultural marketing system. This document provides

n detail study about all post-harvest stages with how to minimize the
osses in every stage. Ucat, et al. [54] explored the use of image pro-
essing with deep leaning algorithm to classify Cavendish banana as
er their grades. Python, OpenCV and Tensorflow were used to build
he model to classify the bananas into different categories such as Class
 big-hand or small-hand, Class B big-hand or small-hand and Cluster
lass (part of hand). Result shows that the model achieved more than
0% classification accuracy. Ireri, et al. [55] proposed a machine vision
ystem for post-harvest tomato grading. The system works on RGB im-
ges given as an input to the system. Dataset was created by manually
abeling the tomato images into four categories according to their de-
ect, healthy and ripeness parameters. Four different models were built
o classify image into one of the category according to the matching fea-
ures, total 15 features were considered while taking the decision Result
hows that RBF-SVM performed well as compared to others for cate-
ory 1 i.e. healthy or defected with 0.9709 detection accuracy. Piedad,
t al. [56] developed a system for banana (Musa acuminata AA Group
Machine Learning in Agri... 39
Lakatan’) classification using ML techniques based on tier-based. A non-
nvasive tier-based technique was used in this study. ANN, SVM and RF
lassifiers were used to classify bananas into extra class, class I, class
I and rejected classes. Result shows that the random-forest algorithm
utperformed as compared to others with the 94.2% accuracy. Lia, et al.
57] studied and compared two hyper-spectral imaging technologies
amely long-wave near infrared (LW-NIR) and short-wave near infrared
SW-NIR) for early identification of Bruise of ‘Pinggu’ peaches. An im-
roved watershed segmentation algorithm based on morphological gra-
ient reconstruction and marker extraction was developed and tested
n multispectral PC images in this study. Experimental result shows
hat a proposed algorithm accurately classified 96.5% of the bruised and
7.5% of sound peaches respectively. An automated real–time grading
ystem with quality inspection for apple fruit was developed by Sofu,
t al. [58] . The developed system comprises a roller, transporter and
lass conveyors joined with an enclosed cabin with camera, load cell
nd control panel units. System not only classifies the apples on the
asis of color, size and weight parameters but also identifies defective
pples. The proposed system took only 0.52 s to capture the apple image
nd process. Average 15 apples per seconds were sorted by the system.
uthor claims average sorting accuracy between 73 and 96% and the
ystem can be used to sort different fruits like orange, potatoes and so
n. A grading and sorting system based on machine vision for date fruit
as developed by Ohali [59] . The system was able to categorize the date

ruit into three classes (grade 1, 2 or 3) from the given RGB image as
n input. A back-propagation algorithm was tested in the study which
howed 80% accuracy. Fruits and vegetables quality depends on their
arameters like shape, size, texture, color and defects. Different meth-
ds needs to apply in order to classify the fruits and vegetables accord-
ng to their quality parameters like data collection, pre-processing of
ata, image segmentation, feature extraction, and finally classification.
hargava, et al. [60] presented a detail survey to compare the various
lgorithms used in every stage of the fruits and vegetables quality in-
pection. Meshram, et al. [61] proposed a new framework called “MNet:
erged Net ” to reduce the fruits misclassification problem. Author cre-

ted his own dataset of top Indian fruits consists of 12,000 images with
P. K. Subudhi et al.



Table 6

Analysis of post-harvesting works. 

Sr. No. Property

Classes
defined in
the work

Dataset used
(Public /
Own)

Total no of
images used
for training

Models /
Method /
Algorithms
compared Results

Model
evaluation
technique Reference

1
POSTHARVEST
GRADING
CLASSIFI- 
CATION OF
CAVENDISH
BANANA

4 classes own 1116 Python
OpenCV and
Tensorflow

0.9 accuracy [54]

2 Defect dis- 
crimination
and grading
in tomatoes

4 classes:
category 1,
2, 3, and 4.
depends
upon defect,
healthy, and
ripeness
(red color
intensity)

own 8000 linear-SVM,
quadratic-
SVM,
cubic-SVM,
and radial
basis
function
(RBF-SVM),
ANN,
decision
tree, and
random
forest

0.9709 Confusion
matrix

[55]

3 Postharvest
classifica- 
tion of
banana
(Musa
acuminata)

extra class,
class I, class
II and reject
class

own 1164 artificial
neural
network,
support
vector
machines
and random
forest

0.942
Classification
Accuracy,
F-Score,
Confusion
matrix

[56]

4 Automatic
apple
sorting
system

small,
normal,
large, light
and dark,
defective
and non- 
defective

own 183 K-means,
C4.5
decision tree

0.79 statistical
test

[58]

5 Date fruit
grading

3 classes:
grades 1, 2
and 3

own 1860 back
propagation
neural
network
(BPNN)

0.8 Confusion
matrix

[59]
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ix classes. Table 6 , presented the detail summary of post-harvesting
orks. 

. Discussion

This paper has extensively reviewed the available literature on appli-
ation of machine learning and deep learning in agriculture. Different
tate-of-the-art machine learning and deep learning models in differ-
nt stages of agriculture, including pre-harvesting, harvesting and post-
arvesting in different domains were reviewed. Deep learning technol-
gy is becoming mature day-by-day. This survey shows that use of CNN
n agriculture is huge and it is also getting remarkable results. By ex-
loiting depth, other structure and hardware support, the learning ca-
acity and accuracy of the CNN is significantly improved. Still there
re challenges like dataset creation, time required for training and test-
ng, hardware support, deployment of big models on small devices like
oards or android phones, user awareness etc. 

A popular technique called “Transfer Learning ” is often used to miti-
ate the problems of small dataset, time required for training and to im-
rove the accuracy of the model. Internet of Things (IoT) systems com-
ined with machine learning provides a beneficial solution to improve
arming gains. Real time parameters of the farms are gathered using IoT,
nd the collected data is used by machine learning algorithms either to
redict or for recommendations to farmers for improvements in farm-
ng. From the survey it is also observed that Single-Shot Convolution
Machine Learning in Agri... 40
eural YOLO (You only look once) is a state-of-the-art, real-time object
etection system which must be used for detection and localization to
ncrease the classification accuracy. 

Automated machine learning (AutoML) is the latest approach which
an be used to build highly efficient, more accurate, high quality ML
odels in a less time [ 62 , 63 ]. AutoML is used to automate the entire
L pipeline shown in the Fig. 3 , starting from data cleaning to model

election and hyperparameters tuning. These are time-consuming and
terative tasks of machine learning model development. As compared to
raditional ML model development which is time-consuming, resource-
ntensive, need domain expertize, AutoML can accelerate the complete
rocess to get production-ready model in less time without requiring
omain expertise. In depth surveys on automated machine learning (Au-
oML) is presented in [64–69] . 

. Challenges and recommendations

From this survey one can comprehend the importance of machine
earning in the agriculture domain. In each phase of agriculture starting
rom pre-harvesting to post-harvesting, researchers have applied ma-
hine learning algorithms to solve the complex problems. Today’s need
s to develop precise and customized machine learning models which
an perform fast, automatically analyze bigger, more complex data and
elp to optimize the agriculture processes like classification, recommen-
ations or predications. 
P. K. Subudhi et al.



Fig. 3. Steps of Machine Learning used in literature. 
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The benefits of machine learning in agriculture domain are enor-
ous. However, the benefits come with its challenges. Few such chal-

enges while implementing machine learning algorithms in agriculture
omain are listed as follows: 

1) Data: Data is the most fundamental requirement to build the machine
learning models. Many researchers faced the challenges regarding
data like lack of data, unavailability of data in required format, poor
quality of data, data may contain extraneous features etc. From this
survey it is observed that, many researchers use data source sites like
Kaggel, Meandly, IEEE Dataport etc. to get the data to build models.
If the required data is not available then researchers need to build
their own dataset [70–75] .

2) Pre-processing of the data: As there are lot of problems associated
with data, one has to apply the different pre-processing techniques
to make the data suitable for training, testing, and validation testing
the model. This might be time consuming process.

3) Selection of machine learning algorithms: Wide list of machine learn-
ing algorithm is available which make it difficult to find out more
suitable algorithm to build the customize machine learning model.
Many times, it is required to do random selection or after compar-
ing results of multiple algorithms one can come to conclusion for
best suitable algorithm. This trial-and error technique may delay the
model deployment process.

4) Training and testing of the machine learning model: Building the accu-
rate model needs huge data for training. Testing and validation are
also important to check the accuracy of the model before its deploy-
ment. Building a model from scratch for best desired and possible
outcomes needs long training and multiple time testing which are
very time-consuming tasks. It needs high configuration hardware re-
sources; domain knowledge programmers, testing tools etc. Overfit-
ting and underfitting are the common challenges faced while build-
ing the models.

5) Deployment of models: This is the most challenging phase to bring the
models in the production as there is absence of deployment skills,
third party library dependencies, size of models, complex real-world
scenarios, deployment platform hardware limitations, (like android
phones, embedded boards) etc.

Some more challenges are important to make a note of:

1) Understanding the business need and identification of problem.
2) Understanding user and their interaction with technology
3) User friendly application design.
4) Performance of models in the real-word scenarios.
5) Power consumption by model and battery limitations to run the

model on the devices.
Machine Learning in Agri... 41
6) For computer vision models camera configurations at user end.

The applications of machine learning and deep learning in the field
f agriculture are huge with many challenges. After this in-depth sur-
ey following are a few recommendations to make the implementation
rocess more fast, accurate, smooth and deployable. 

1) Focus to build a machine learning model to solve specific problem
like classification or recommendation.

2) For training the model try to create own dataset and make this avail-
able to other researchers through open platform like Kaggel, Me-
andly, IEEE Dataport etc.

3) For testing and validation of the models use publically available
dataset.

4) To reduce the time required for training a model use the “Transfer
Learning ” techniques.

5) AutoML is the state-of-the-art approach which can be used to build
more accurate, high quality ML models in a less time.

6) Deployment of the model in real-time application is recommended
to help the intended users in their mundane work.

. Conclusion

In this paper an in-depth survey of applications of machine learning
lgorithms in agriculture domain is presented. According to this review,
griculture activities are broadly categorized into three major areas as
re-harvesting, harvesting and post harvesting. Important parameters
o be considered in each stage are shown in Fig. 2 and Table 1.  Ma
hine learning algorithms/techniques used in each stage are reviewed
nd presented in Tables 2,  3,  4,  5 and 6 respectively. Machine learning
he state-of-art technology which is used to solve complex problem in
he agriculture and helping farmers to reduce their losses. In this survey
t is seen that machine learning algorithms have obtained remarkable
utcomes to solve agriculture related problems. 

Our study indicated that there is need to follow the machine learning
ipeline with standard experimental methods. Researches should create
heir own dataset and make this available to others through different
latforms, so that others can use it for testing and validation of their
wn models. This comprehensive survey of various machine learning
lgorithms used in different stages of agriculture will be more helpful
o other researches who are working in this field. 
P. K. Subudhi et al.
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Turkey attaches great importance to energy diversification to reduce the energy dependence on fossil 
resources. In this regard, Turkey assigned energy targets by 2023 including 20 GW of installed wind 
capacity. Yet, despite the good efforts, the current wind installed capacity of 8 GW is far behind the 
assigned target. This study presents a comprehensive review of wind energy status in Turkey focusing 
on policies and incentives for improvement of wind energy progress in the country. To that end, the glo-
bal wind energy market is evaluated and a set of recommendations is presented in the context of the 
importance of local employment and establishment of local wind energy industry. Then, a feasibility 
analysis is performed to discuss the current feed-in tariff scheme in Turkey. Lastly, Turkey’s competitive 
position is evaluated over a SWOT analysis to give an overview of all positive and negative determinants, 
considering internal and external factors.
1. Introduction

Global energy consumption is increasing steadily with the ris-
ing population, energy-dependent habits of use, and technological
developments. The world population of 6.84 billion in 2009
became 7.59 billion in 2018 with a growth rate of nearly 1.1%
[1], and the global primary energy demand of 11,540.3 Mtoe in
2009 reached 13,864.9 Mtoe in 2018 with an average annual
increase of 2.01% [2]. Meanwhile, the global electric energy con-
sumption of 17,355 TWh in 2009 reached 22,964 TWh in 2018
with a growth rate of 3.23% [3]. The main reason for the higher
growth rate of energy consumption than the global population
and primary energy demand has become the rapid rise in the use
of electrical devices due to technological advances. This situation
prompted countries to look for new ways to meet their ever-
increasing energy demands.

As the global energy demand increases, the countries seek new
solutions to curtail their demand for fossil resources. The average
ratio of electricity production from conventional resources was
66.5% between 2005 and 2015 [4]. The negative impacts on the
environment along with the depletion of fossil sources and a large
share of energy expenditures in the economy caused interest in
renewables and their share gradually increased over the last dec-
ade [5]. Among the renewables, the average share of hydroelectric
resources in the global electricity production was 16% between
2005 and 2015 [6]. The share of renewables except hydroelectric
was increased from 1.96% in 2005 to 6.77% in 2015 and this
increase is mostly provided by wind energy [7]. The electricity
acquired from the wind energy had a share of 4.55% in the global
electricity production in 2017 [8].

Turkey is one of the countries that comply with the global wind
energy trend in recent years. The fact that Turkey is an energy
importing country (mostly from Russia, Iran, and Iraq), and the
electricity is mainly generated by fossil fuels, which has the largest
share in energy expenses, made Turkey focus more on reducing its
energy dependency by promoting renewable energy resources over
the last decade. Wind energy takes the first place in the non-hydro
renewable investments due to the country’s high wind potential.
Yet, despite the relatively good effort in the last decade, the wind
energy potential has not been effectively utilized in Turkey.
1.1. Literature review

Currently, all wind power installations in Turkey are onshore,
and review studies regarding Turkey have focused on onshore
wind energy. Güler [9] presented the wind energy status of Turkey
and examined the purchase guarantee for renewables introduced
in 2005. Ilkilic [10] investigated the wind energy potential of dif-
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Nomenclature

List of symbols
NCFt Net cash flow at time t ($/year)
NCF0 Initial investment cost ($)
O&Mt annual operation & maintenance cost of the plant at

time t ($/year)
E Annual wind electricity production (kWh)
P Installed capacity of power plant (kW)
f Expected inflation rate
i Real interest rate
i0 Nominal discount rate
k selling price ($/kWh)

List of abbreviations
CF Capacity factor
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YEKA Renewable Energy Resource Areas
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ferent regions in Turkey. Yaniktepe et al. [11] examined the
installed wind power capacity in the context of countries and
investigated the Renewable Energy Law (2011) which amended
the purchase guarantee introduced in 2005. Camadan [12] sepa-
rately assessed Turkey’s priorities of wind energy policies in the
short, medium, and long term. In short term priorities, support
mechanisms, licensing and coordination, balance, and settlement
market were evaluated, while in medium and long term, intermit-
tency of wind energy, demand-side management, and ancillary
services were examined. Dursun and Gokcol [13] examined the
before and after of wind energy installations following the intro-
duction of the existing Renewable Energy Law of Turkey. Kaplan
[14] presented the legal regulations and expectations of the wind
energy sector. None of the studies above explicitly examined the
wind energy-related industry and local labor force in Turkey.

There is nooffshorewind farm inTurkeyand the studies in the lit-
erature regarding offshore focus on site selection, potential estima-
tion, and feasibility analysis. Argin et al. [15] studied the offshore
potential of 20 selectedsiteson theBlackSea coastofTurkey.Amasra
was stated to have the highest potential. Satir et al. [16] conducted a
feasibility study for the Aegean coasts of Turkey and made recom-
mendations on the future development of offshorewind energy. Cali
etal. [17]determinedhigh-potential sites foroffshorewindinTurkey
usingamulti-criteria site selectionmethodandconductedadetailed
techno-economic analysis of the regions. Bozcaada was determined
as economically the most viable site. Argin et al. [18] investigated
55 different sites in coastal areas using amulti-criteria site selection
method and determined thewind potential of the fivemost suitable
points for offshore as 1,629MW.Emeksiz andDemirci [19] proposed
a novel method to identify suitable sites for offshore wind farms.
9021MWofoffshorecapacitywasestimatedfor theselectedregions.
Fig. 1. The global installed onshore and offshore wind capacity [24].
1.2. Content and contribution

In this review study, the current status of wind energy in the
world and Turkey is evaluated and recommendations are made
for Turkey to achieve its wind energy targets taking into account
the incentives, wind energy market, wind energy jobs, and local
wind turbine industry.

When the literature is examined, it is determined that a study
focusing on the local wind turbine industry and the labor force is
missing for Turkey. Thus, the study mainly aims to fill this missing
part in the literature, comparing Turkey’s policies with other
countries.

The Turkish feed-in tariff scheme will end by the end of 2020.
Its future for licensed generation is still unclear and is a great hesi-
tation factor for the project investors. The second objective of the
study is to make recommendations about the future of the Turkish
1384
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feed-in tariff scheme. Also, a feasibility analysis is included not
only to discuss the future of the feed-in tariff scheme of Turkey
but also to enrich the comprehensive feature of the study.

Finally, a SWOT (strengths, weaknesses, opportunities, and
threats) analysis is made to evaluate Turkey’s competitive position
considering internal and external factors and to give a clear over-
view of all positive and negative determinants.

2. Wind energy status in the world

2.1. Global installed capacity

After the oil crises in the 70 s and 80 s, the atmosphere of inse-
curity about energy resources [20] and the concept of ‘‘energy
diversification” became one of the indispensable elements of
energy policies [21]. As a result, wind energy gained importance
especially in Europe and the USA [10]. During the 1980 s and
1990 s, modern wind farm constructions began and the cumulative
wind installations in the world reached 6,100 MW in 1996 [22]. By
the end of 2000, onshore wind energy capacity in the world was
16,863 MW and nearly 80% of this capacity belonged to Germany,
the USA, Denmark, and Spain [23]. Global wind energy investments
remarkably increased between 2000 and 2010. The global wind
capacity grew 3.5 times in 2005 and 10 times in 2010 compared
to 2000. During this period, new countries, such as China and India,
joined the wind market. India and China increased their installed
capacities by approximately 14 and 85 times, respectively over
10 years [24].

The total global installed wind capacity of 180,850 MW in 2010
(177,794 MW onshore) increased to 622,704 MW in 2019
(594,396 MW onshore) [23]. Fig. 1 shows the total onshore and off-
shore wind capacities in the world from 2010 to 2019. The cumu-
A. K. Sahoo et al.



Fig. 2. Global electricity generation from the wind [24].
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Table 1. The top 15 countries constitute 88.5% and 89.5% of global
wind capacity for onshore and offshore, respectively. China is the
leading country in onshore with installed wind capacity of
204,548 MW and the United Kingdom has the highest offshore
wind capacity with 9,945 MW in the world [23].

2.2. Global electricity production

The share of renewables (especially wind) in total electricity
production increased considerably in the last decade. The change in
global electricity generation from wind energy between 2010
(342,092 GWh) and 2017 (1,134,451 GWh) is given in Fig. 2. It is
seen that the wide majority of the generation belongs to onshore
According to the latest data for wind electricity production, the ratio
of the electricity generation from the onshore wind energy to the
total wind generation was 98% and 94.9% in 2010 and 2017
respectively [8]. The development of the offshore electricity
generation is slower than the onshore mainly due to their high
expenses, constructional difficulties, and unavailability of individ-
ual use [25,26].

The share of wind energy in the total electricity production for
the top 15 countries is given in Fig. 3. It is seen that the countries
invested in wind energy in the early 2000 s such as Denmark
Spain, and Germany have higher wind share today. At the begin-
ning of the 2000 s, the global share of wind in the total electricity
production was 0.2%, which reached to 4.55% in 2017. The top
three countries in wind electricity generation were Denmark
(12.72%), Spain (2.11%), and Germany (1.62%) in 2000. The other
countries had lower shares of less than 1%.

The share of wind electricity production has increased for coun-
tries over the years due to technological advances and reduced
costs. In 2017, the top three countries in wind electricity produc-
tion were Denmark (40.67%), Portugal (20.76%), and Spain
Table 1
Onshore and offshore installed wind capacities of the top 15 countries and the world [23]

[MW] 2010 2011 2012 2013

China Onshore 29,534 46,145 61,306 76,314
Offshore 100 210 291 417

USA Onshore 39,135 45,676 59,075 59,973
Offshore – – – –

Germany Onshore 26,823 28,524 30,711 32,969
Offshore 80 188 268 508

India Onshore 13,184 16,179 17,300 18,420
Offshore – – – –

Spain Onshore 20,693 21,529 22,789 22,953
Offshore – – – 5

UK Onshore 4,080 4,758 6,035 7,586
Offshore 1,342 1,838 2,996 3,696

France Onshore 5,912 6,723 7,562 8,250
Offshore – – – –

Canada Onshore 3,967 5,265 6,201 7,801
Offshore – – – –

Brazil Onshore 927 1,426 1,894 2,202
Offshore – – – –

Italy Onshore 5,794 6,918 8,102 8,542
Offshore – – – –

Sweden Onshore 1,854 2,601 3,443 3,982
Offshore 163 163 163 212

Turkey Onshore 1,320 1,729 2,261 2,759
Offshore – – – –

Poland Onshore 1,108 1,800 2,564 3,429
Offshore – – – –

Denmark Onshore 2,934 3,081 3,241 3,548
Offshore 868 871 922 1,271

Portugal Onshore 3,796 4,254 4,410 4,608
Offshore – 2 2 2

World Onshore 177,794 216,244 261,575 292,749
Offshore 3,056 3,776 5,334 7,171
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(17.86%). By 2017, six countries have wind share more than 10%
and five countries have wind share between 5 and 10% in their
total electricity production.

China’s wind share (4.63%) is below 5% however above the
world average. France, Canada, and India have a wind share below
5% and also below the world average among the top 15 countries.

2.3. Capacity factors by countries

Capacity factor (CF) is calculated as follows:

CF ¼ E
P � 8760

ð1Þ

where E represents the annual wind electricity production
(kWh) and P is the rated installed capacity (kW). Here, the average
capacity factor values are calculated by the ratio of the annual
energy production of the country to the installed power capacity
output over a period of a whole year for the top 15 countries
.

2014 2015 2016 2017 2018 2019

96,379 130,489 147,037 161,587 180,077 204,548
440 559 1,480 2,788 4,588 5,930
64,232 72,573 81,257 87,568 94,388 103,555
– – 29 29 29 29
37,620 41,297 45,303 50,174 52,447 53,315
994 3,283 4,132 5,406 6,396 7,507
22,465 25,088 28,700 32,849 35,288 37,505
– – – – –
22,920 22,938 22,985 23,120 23,400 25,548
5 5 5 5 5 5
8,573 9,212 10,832 12,597 13,554 14,183
4,501 5,093 5,293 6,988 8,217 9,945
9,110 10,258 11,567 13,497 14,898 16,258
– – – – – –
9,694 11,214 11,973 12,403 12,816 13,413
– – – – – –
4,888 7,633 10,124 12,294 14,833 15,364
– – – – – –
8,683 9,137 9,384 9,737 10,230 10,758
– – – – – –
4,875 5,606 6,232 6,408 7,097 8,685
213 213 203 203 203 203
3,630 4,503 5,751 6,516 7,005 7,591
– – – – – –
3,836 4,886 5,747 5,759 5,766 5,917
– – – – – –
3,616 3,806 3,975 4,226 4,420 4,416
1,271 1,271 1,271 1,297 1,701 1,701
4,854 4,935 5,124 5,124 5,172 5,225
2 2 0 0 0 8
340,808 404,559 452,485 495,565 540,191 594,396
8,492 11,718 14,342 18,837 23,629 28,308
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Fig. 3. Wind share (%) in the total electricity production for the top countries and
the world.

Fig. 5. Average capacity factor of the selected countries for offshore wind energy
between 2013 and 2017.
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between 2013 and 2017 (Fig. 4 and Fig. 5) for onshore and offshore
wind energy, respectively [8,27]. From Fig. 4, it is seen that Brazil
has the highest capacity factor for onshore followed by the USA
and Turkey. The average capacity factor of Turkey is above its Euro-
pean neighbors for onshore wind energy. For the offshore, Den-
mark has the highest capacity factor, followed by the UK and
Sweden.
3. Electricity production and targets of Turkey

Turkey is a developing country with a fast-growing population,
industry, and economy. The population of Turkey which was 73.7
million in 2010 reached 83.2 million in 2019 with an average
annual increase of %1.3 [28]. In the last decade, the Turkish econ-
omy had an average growth rate of 4.86% [29], and accordingly,
the average increase rate of the gross electricity generation in Tur-
key became 4.5% [30]. The majority of electricity is supplied from
conventional resources and Turkey imports almost all fossil
resources except lignite from the other countries.

The electricity generation and installed capacities by sources for
Turkey are given in Table 2 by the end of 2019 [30–32]. Coal has
the highest share in electricity production (37.18%), followed by
hydro (29.21%). The rest of the electricity demand is met by natural
gas (18.64%), and non-hydro renewables (14.73%) as wind, solar,
geothermal and biomass. The share of wind energy (7.07%) is
ranked as the highest among the non-hydro renewables.

The on-going energy strategies of Turkey aim to reduce the
dependency of the country on imported fossil fuels and to decrease
Fig. 4. Average capacity factor of the selected countries for onshore wind energy
between 2013 and 2017.
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the environmental impacts throughmeasures to maximize the effi-
cient use of renewable energy resources. For the 100th anniversary
(2023) of the foundation of the Republic of Turkey, the Turkish
government assigned a set of targets in many fields including
energy. In 2009, the ‘‘Strategy Paper on Electricity Market Reform
and Security of Supply” was issued to achieve an increased share
of electricity generated from renewable resources by 30% with a
specific target of 20 GW installed power capacity for wind energy,
by 2023 [33].

The target of 30% renewable energy production by 2023 was not
changed in Strategic Plan 2010–2014 published by the Ministry of
Energy and Natural Resources (MoENR) and the Turkey Climate
Change Strategy 2010–2020, published by the Ministry of Environ-
ment and Urbanization (MoEU) [34,35]. The development of
renewable energy technologies was supported by the ‘‘Strategic
Plan” of MoENR, and one of the long-term objectives of the ‘‘Cli-
mate Change Strategy” was determined as generating more elec-
tricity from wind energy.

Owing to its high installed hydropower capacity, as of 2018,
Turkey is capable of meeting 30% of its electricity generation from
the renewables. However, by the end of 2019, the total installed
wind capacity is 7.59 GW and the average rate of new capacity
installations of 627 MW per year in the last decade makes it impos-
sible to reach the target of 20 GW in wind energy. Therefore, Tur-
key should introduce more effective policy measures to reach its
2023 targets in wind energy.

The other renewable targets of Turkey in terms of installed
capacities of renewable sources are 1 GW for geothermal, 1 GW
for biomass and 5 GW for solar photovoltaic (PV) [36]. The targets
for geothermal and solar PV have already been achieved by the end
of 2018 [30].
4. Wind energy status of Turkey

4.1. Wind energy potential of Turkey

Turkey is located between 36�-42� northern latitudes and 26�-
45� eastern longitudes with a total surface area of 783,562 km2.
The Wind Energy Potential Atlas (REPA) is introduced in 2002 by
the Electricity Affairs Survey Administration (EIE) to explore the
wind energy potential in Turkey (Fig. 6) [37]. The REPA is a geo-
graphic information system (GIS) based map and has been com-
piled by using the collected data of EIE and General Directorate
of State Meteorology Affairs (DMI) in 200 m � 200 m resolution
[38].

According to the REPA, the wind speed at 50 m height is 6 –
7 m/s in the coasts and 5.5 – 6.5 m/s in northwestern and south-
eastern parts of Turkey. The western part of the country has the
A. K. Sahoo et al.



Source Installed Capacity (MW) Electricity Production (TWh) Share in electricity production (%)

Non-renewables Coal 20,283.7 113.12 37.18
Natural gas 25,904.3 56.70 18.64
Liquid fossils 311.6 0.73 0.24

Renewables Hydro resources 28,503.0 88.89 29.21
Wind 7,591.2 21.51 7.07
Solar 5,995.2 10.07 3.31
Geothermal 1,514.7 8.71 2.86
Biomass 1,163.4 4.52 1.49
Total 91,267.1 304.25 100.0

Fig. 6. The wind energy potential of Turkey at 50 m height and location of top 50
wind power plants above 50 MW (modified from [37]).

Table 2
The distribution of electricity generation by sources in 2019 [30–32].
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highest potential with a wind speed of 7 – 8.5 m/s in the coasts and
6.5 – 7 m/s in internal territories between western and northeast-
ern parts [9]. According to EIE, onshore wind potential at 50 m
height is 131,756 MW in Turkey [38].

The location of the top 50 wind plants above 50 MW installed
capacity in Turkey are highlighted in Fig. 6. The distribution of
the operational wind power plants by geographical regions of Tur-
key in 2019 is shown in Fig. 7 [31]. From Fig. 6, it can be seen that
the high wind energy potential of the western parts of the country
is already being exploited, whereas wind turbine installation rate
stays low in the central and eastern parts of the country. In addi-
tion to high wind energy potential, the northern and western parts
of Turkey have higher energy consumption. At the same time, the
qualified labor force and industry are located in the same part of
the country.
Aegean
38.46%

Marmara
34.71%

Mediterranean
12.36%

Central Anatolia
9.48%

Black Sea
3.69%

Southeastern 
Anatolia
1.15% Eastern Anatolia

0.15%

Fig. 7. The distribution of the operational wind power plants by regions of Turkey
[31].
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4.2. Wind energy installed capacity and generation in Turkey

The share of wind energy in the gross electricity production of
Turkey has been rapidly growing. In 2010, the installed capacity
of wind energy was 1,329 MW and the share of wind energy in
the gross electricity production was 1.39%, whereas the total
capacity reached 7,591 MW by the end of 2019, and the share of
wind energy in the gross electricity production [39] became
7.07% (Fig. 8 and Fig. 9). In the last decade, the annual average
capacity increase became 627 MW.
4.3. Feed-in tariff scheme for wind energy in Turkey-YEKDEM

Turkey put in place the country’s first feed-in tariff scheme in
2005 under the Renewable Energy Resources Support Mechanism
(YEKDEM) with the enactment of amendments to Law No. 5346
to promote renewable energy systems [40]. The rate was Turkish
Lira-denominated which corresponded to 5.0 – 5.5 Euro cent/
kWh [12]. This scheme, which was valid between 2005 and 2011
was not successful to promote renewable energy investments as
expected. There were two main reasons for this. Firstly, the Turkish
Lira-denominated feed-in tariff pushed the market participants
into uncertainty due to exchange rate fluctuations. The profitabil-
ity of renewable energy investments was not predictable in
advance. Secondly, the feed-in tariff rates were not very attractive
and most of the time the market players preferred to sell the elec-
tricity in the balancing market where the prices were slightly
higher.

In 2011, the promotion law was amended. The replaced YEK-
DEM feed-in tariff is eligible for the first 10 years of operation
[41]. To benefit from YEKDEM, the projects should be implemented
before the end of 2020. In the new law, the feed-in tariff rate is US
Dollar-denominated instead of Turkish Lira, also, the rate is
Fig. 8. The cumulative wind installed capacity in Turkey [31].
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Fig. 9. The share of wind electricity in the gross electricity production of Turkey.
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increased and differentiated for particular renewable technologies
as:

� 7.3 $ cent/kWh for wind and hydropower
� 10.5 $ cent/kWh for geothermal
� 13.3 $ cent/kWh for biomass and solar PV

In addition to the base feed-in tariff amount, a local content
bonus is introduced for locally produced mechanical and elec-
tromechanical equipment to promote the local manufacturing in
Turkey. For wind energy, local content bonus varies between 0.6
and 3.7 $ cent/kWh as detailed in Table 3 [42]. The local content
incentive is valid for the first 5 years of the operation.

The future of the feed-in tariff after 2020 is still unclear for the
licensed production. Yet, it is clarified for the unlicensed produc-
tion with the new Regulation of Unlicensed Electricity Production
in Electricity Market and the Presidential Decree No. 1044 dated
10 May 2019 [43]. According to the new unlicensed law:

� The incentive rates have been Turkish Lira-denominated as it
was before 2011.

� The new amount of rate is determined as the retail energy price
(without distribution fee, and VAT) which is on average 45
kurus/kWh as of 2020, and corresponds to 7 $ cent/kWh
depending on the currency rate.

� Unlike the previous law, the amount of rate varies according to
the retail price of user groups (residential, commercial, indus-
trial, agricultural, and lighting) [44].

� The differentiation of the incentives applying to the different
renewable technologies has been ended, and the determined
price applies to all technologies.

� The upper limit of 1 MW unlicensed capacity has been
increased to 5 MW. Since wind technology is not a modular
technology as PV, the increase in the upper limit causes a severe
reduction in the unit cost of installations. It will be possible to
use more cost-effective and higher capacity wind turbines.
Table 3
The list of local equipment bonus for wind energy power plants [42].

Local content Bonus ($ cent/kWh)

Blades 0.8
Generator and power electronics 1.0
Tower 0.6
Other mechanical parts inside rotor and nacelle 1.3
Maximum local content bonus 3.7
Feed-in tariff (base) 7.3
Feed-in tariff (maximum) 11.0
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� The new projects will be able to benefit from these incentives
for 10 years once they are in operation.

The feed-in tariffs in YEKDEM may not always be the exact rev-
enue of the projects. The project investors enter auctions for the
allocation of connection capacity. As a result of the auctions, the
owners pay a connection price to the state in terms of $ cent/
kWh. The amount to be paid for the connection capacity is usually
proportional to the capacity factor of a location.

In these auctions, some project investors may offer negative
prices. This means these investors choose to sell the produced elec-
tricity in the free market and have a higher trust for the market
prices than feed-in tariffs. In this case, the selling price becomes
below the market-clearing price depending on the offered negative
price [45]. Here, the market-clearing price can both become above
and below the feed-in tariff rate. The risk belongs to project
owners.

4.4. Wind energy auctions in Turkey - YEKA

In addition to YEKDEM feed-in tariff mechanism, Turkey has
begun to apply a widely used auction mechanism to expand the
capacity of renewable energy power plants since 2012 (2017 for
wind energy power plants). Turkish auction model, Renewable
Energy Resource Areas (YEKA) aims:

� Promotion of local manufacturing of high-technology wind and
solar power equipment in Turkey

� Technology transfer
� Establishment of a competitive domestic market for low-cost
renewable energy

� Efficient use of renewable energy resources with rapid
investments

� Utilization of local labor force in wind energy

Turkey has established two YEKA auctions so far for onshore
wind, with capacities of 1,000 MW and 4x250 MW, 2,000 MW in
total. Also, an offshore wind auction with a capacity of
1,200 MW was planned to take place in October in 2018, however,
postponed to a near unknown future [46]. With the realization of
all the three YEKA auctions for wind energy, Turkey will add
3,200 MW wind capacity by the end of the projects.

4.4.1. The first YEKA auction
The first YEKA auction was held in 2017 both for onshore wind

(1,000 MW) and solar PV (1,000 MW). Eight consortiums, all with
foreign partners participated in the wind auction and Siemens-
Turkerler-Kalyon consortium awarded the right to develop the
announced 1,000 MW capacity for onshore wind. The auction
started from the ceiling price of 7 $ cent/kWh and closed with
3.48 $ cent/kWh which was considered as a record-low price,
below the 2017 global average of 6 $ cent/kWh [46,47]. The energy
production license is given for 30 years with 15 years of guarantee
of purchase for the first YEKA auction.

� The consortium is responsible for conducting R&D activities for
10 years in at least three of five areas, namely, Blade, Generator
design, Material technologies, and manufacturing techniques,
Software, and Innovative gearboxes.

� A budget of $ 5 million will be allocated for R&D activities every
year.

� 50 technical personnel, 80 percent of whom are local engineers,
will carry out R&D activities.

� A wind turbine factory with an investment cost of over $ 100
million will be established.
A. K. Sahoo et al.
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� The installation period of the factory will be 21 months from the
date of signing the contract and the license period of the project
will be 30 years.

� 300 – 450 wind turbines with a minimum capacity of 2.3 MW
will be manufactured at the factory.

� The local content requirement in the turbines is determined to
be 65% including tower and blades.

The winner consortium will invest more than $ 1 billion in wind
plants. With this project, a minimum of 3 billion kWh of electricity
will be generated each year with the commissioning of the power
plants to be established, and the annual electricity demand of
approximately 1.1 million households will be supplied from the
wind energy. At the same time, an average annual reduction of
1.5 million tons of carbon emissions will be achieved [46,48].

Since the high wind energy potential of Turkey in the regions of
Marmara and Aegean is already being exploited, the government
plans to exploit the unused high wind energy potential especially
in the region of Central Anatolia (Fig. 6). The domestic wind plants
will be located in 5 provinces:

� Kayseri – Nigde (Central Anatolia)
� Sivas (Central Anatolia)
� Edirne – Kirklareli – Tekirdag (Marmara)
� Ankara – Cankiri – Kirikkale (Central Anatolia)
� Bilecik – Kutahya – Eskisehir (intersection of regions of Mar-
mara, Central Anatolia, and Aegean)

4.4.2. The second YEKA auction
The second YEKA auction was made in 2019 for four areas for

wind energy, each of 250 MW and 1,000 MW in total. The auction
has started from 5.5 $ cent/kWh and closed with:

� 4.56 $ cent/kWh for the province of Aydin (Aegean)
� 4.00 $ cent/kWh for the province of Mugla (Aegean)
� 3.53 $ cent/kWh for the province of Balikesir (Marmara)
� 3.67 $ cent/kWh for the province of Canakkale (Marmara)

The lowest bids were given by Enerjisa Power Plants with
Sabanci Holding and German E.ON in Aydin, Enercon in Mugla
and Balikesir, and Enerjisa in Canakkale. As it was in the first YEKA
auctions, the requirement of local content in the second YEKA auc-
tion is also determined as a minimum of 55% for wind turbines
with at least 65% for turbine tower, 60% for blade and 51% for other
parts. In the second YEKA, the produced turbines will have a min-
imum power of 3.0 MW [46,48]. In the second YEKA auction, the
energy production license is given for 49 years with 15 years of
guarantee of purchase.
4.4.3. Offshore YEKA
Turkey also aims to invest in the offshore wind through YEKA

auctions. An offshore wind auction with a capacity of 1.2 GW
was planned to take place in October in 2018, however, postponed
to a near unknown future. Wind offshore auction ceiling prices
were determined to be 8 $ cent/kWh and in the region of Marmara
in locations of Saros, Gelibolu, and Kiyikoy. The local content
requirement is set to be 60% with at least 80% of the employees
are local [46].
5. Estimation of feasibility of wind energy projects in Turkey

In this part of the study, the discounted payback period (DPBP)
of wind energy projects in Turkey is investigated. Wind power gen-
eration is calculated based on capacity factor, and the feasibility of
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the projects is evaluated through YEKDEM feed-in tariffs. Net cash
flow NCFt ($/year) is calculated as follows [49]:

NCFt ¼ P � CF � 8760� k� O&Mt ð2Þ
where t is time, P is the installed capacity of energy plant (kW),

CF is the capacity factor, k is the selling price ($/kWh) and O&Mt is
annual operation &maintenance cost of the plant at time t ($/year).
The real interest rate i is calculated as [50]:

i ¼ i
0 � f
1þ f

ð3Þ

where, i
0
is the nominal discount rate and f is the expected infla-

tion rate. The payback period is the time where the initial invest-
ment reaches the break-even point. DPBP is calculated as follows
[51]:

DPBP !
XDPBP

t¼1

NCFt

ð1þ iÞt � NCF0 ð4Þ

where NCF0 is the initial investment cost ($), i is the real interest
rate, and NCFt is the net cash flow in year t ($/year).

The feasibility of the projects for YEKDEM feed-in tariff is inves-
tigated through three cases:

� Base case (7.3 $ cent/kWh)
� Possible case - Tower and blade are locally manufactured and
benefit from local content bonus (8.7 $ cent/kWh for the first
5 years and 7.3 $ cent/kWh for the second 5 years)

� The best case - All the components are locally manufactured
and benefit from local content bonus (11 $ cent/kWh for the
first 5 years and 7.3 $ cent/kWh for the second 5 years)

In the analysis, the wind turbine cost is taken as 945 USD/kW
according to the average wind turbine cost data of Vestas and
BloombergNEF [52]. The other costs such as grid connection, land
rent, road construction, electrical installation, etc. constitute
approximately 25% of total installation costs [53]. Therefore, the
total installation cost is set as 1205 USD/kW. Operation and main-
tenance (O&M) cost is 2% of total investment [54]. The installed
capacity is assumed as 5 MWwhich is also the upper limit for unli-
censed installations. Thus, consistency is provided for unlicensed
case analysis. The real interest rate is calculated as 0.03 by using
the average of the nominal discount rate and the inflation rate of
the last 10 years. The system lifetime is 25 years and the capacity
factor is 0.3 as the average of Turkey.

The limitations of the study are as follows: Connection capacity
cost is not included in the calculations considering the capacity
factor is not high and there is no or low competition. Not to add
another parameter to the sensitivity analysis and to keep the
results more comprehensible, it is assumed that the land and con-
struction costs will be the same throughout the country. Due to the
currency rate fluctuations occurred in the last years in Turkey, the
sell-back price in Section 5.2 can vary.

The net cash flows of the investment for three cases are shown
in Fig. 10. According to the results of the feasibility analysis, the
payback periods of large-scale wind energy projects in Turkey
under the YEKDEM feed-in tariff are 4.96 years (best case),
6.94 years (possible case) and 8.21 years (base case). In Turkey
there exist qualified manufacturers for tower and blade compo-
nents as mentioned in Section 5 and project owners are very likely
to benefit from the local content bonus provided for these two
components. Therefore, the ‘‘possible case” can be considered as
the most realistic case for Turkey.
A. K. Sahoo et al.



Fig. 12. Comparison of payback period under old YEKDEM (possible case) and new
unlicensed production prices.

Fig. 10. Net cash flow for the feed-in tariff duration.
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5.1. Sensitivity analysis

The capacity factor of a region directly affects the DPBP. Also,
the initial investment cost of wind plants is still gradually decreas-
ing and the real interest rate can change according to the economic
situation of the country. Therefore, these three parameters are
taken into consideration in the sensitivity analysis. The selling
price used in the sensitivity analysis belongs to the ‘‘possible case”.

The capacity factor in Turkey is investigated and found to be
varying between 19.7% and 56.8% [55], thus, the capacity factor
is set in the range of 20–50% in the analysis. The initial investment
cost is assumed to decrease by at most 20% in the short-term. The
results are evaluated under different real interest rates of 0.01, 0.03
(current average of last 10 years), and 0.05.

The results are presented in Fig. 11. The range of DPBP changes
between 8.72 and 17.14 years for low capacity factor regions (20%)
and 2.87 and 4.02 years for high capacity factor regions (50%). It
can be seen that the regions which have low capacity factor are
more vulnerable to the changes in real interest rate and initial
investment cost, whereas, the high capacity factor regions have
more stable DBPB.

5.2. Results for new unlicensed prices
The future of YEKDEM is unclear for licensed production. Yet, it

has been clarified for unlicensed production [43]. Thus, here, the
feasibility of unlicensed projects with new prices is analyzed. The
new price is approximately 45 kurus/kWh as of 2020 which corre-
sponds to 7 $ cent/kWh for the time being. This price is very close
to the previous ‘‘base price” provided by YEKDEM.
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Fig. 11. The impact of capacity factor, initial investment cost, and real interest rate on DP
rate: 3% (current), c- Real interest rate: 5%).
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The results are presented in Fig. 12. The payback period is found
as 8.50 years for the ‘‘new unlicensed price” which is close to
8.21 years of the old ‘‘base price” (Fig. 10).

It is seen that in order to reach the previous payback period of
the ‘‘possible case” of the YEKDEM scheme (6.94 years), the initial
investment cost of the projects should decrease by 17% from 1.205
to 1.00 million USD or the state should maintain the local content
bonus as in the previous YEKDEM. Presence of a local content
bonus also overlaps with the country’s willingness to establish a
local wind energy industry. When there is a local content bonus,
investors will want to invest in equipment that will be produced
in Turkey.
6. Status of wind energy market

In the late 1970 s and early 1980 s, the wind turbines were on a
small-scale around 20–30 kW. The first wind farm was established
in 1980 in the USA with 30 kW-turbines [56]. At present, the tur-
bine dimensions and power-scales are much higher than before
and the turbines have reached a power rating of 9.5 MW [57].
The manufacturing processes today require high-technology,
advanced production facilities, experience, and know-how. Nota-
ble countries working in this field are Germany, Denmark, Spain,
the USA, and China. The turbine manufacturing companies of these
countries comprise almost the entire global wind market. The lead-
ing manufacturers and their countries are given in Table 4 accord-
ing to market shares based on sales in 2019 [58]. Although China
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Manufacturer Country Market share (%)

Vestas Denmark 15.7
Siemens Gamesa Spain 14.4
Goldwind China 13.5
GE Renewable USA 12.1
Envision China 9.5
Mingyang China 7.4
Windey China 3.4
Nordex Germany 3.2
Shanghai Electric China 2.8
CSIC China 2.4

Table 6
The number of jobs in wind energy sector
by countries [70].

Country Number of jobs

China 510,000
Germany 140,800
United States 114,000
India 58,000
United Kingdom 44,140
Denmark 34,200
Brazil 34,000
Spain 20,500
France 18,500
Philippines 16,874

Nordex
26.16%

Vestas
19.75%

Enercon
19.72%

GE
16.01%

Siemens-Gamesa
15.49%

Others
2.86%

Fig. 13. The distribution of the installed wind capacities in Turkey by turbine
manufacturers.

Table 4
The shares of the leading wind turbine manufacturers in the market in 2019 [58].
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has entered the wind turbine market later than the others, today it
has become one of the leading countries in the market.

These companies are not only dominant in the global market
but also their domestic markets. For instance, Siemens Gamesa
has a 55% market share in Spain [59] and Suzlon (India) comprises
35% of the Indian market [60]. Nordex and Enercon (Germany)
have a total market share of over 60% in Germany by 2018 [61].
China is the most remarkable country in this respect that the mar-
ket share of Chinese manufacturers has reached almost 90% in their
domestic markets [62].

They do not only manufacture wind turbines for their domestic
and foreign markets but also contribute to employment in the
countries they serve. The approximate number of employees of
the wind turbine manufacturers [63–68] are given in Table 5. Ves-
tas, Siemens Gamesa, and Enercon are the leading companies in
terms of employment. It should be noted that the number of
employees is not limited to these numbers. These complex devices
feed many sub-sectors and further expand their businesses [69].

The wind energy sector creates remarkable employment.
According to the International Renewable Energy Agency (IRENA)
job report [70], the wind power sector provides 1.16 million jobs
worldwide. Table 6 shows the number of jobs in the wind sector
by the top 10 countries. The top 10 countries constitute 85.4% of
the total employment. China alone comprises 44% of the total labor
force, followed by Germany, the United States, India, and others.
Turkey’s labor force is 6,700 in the wind industry.

It should be noted that all the leading countries in terms of
employment have their domestic wind turbine brands except
one. Brazil distinguishes from others by holding a high labor force
without having a notable wind turbine brand. Therefore, the
unique aspect of Brazil and the policies in the country are exam-
ined in detail in the discussion part and compared to Turkey.
6.1. Status of the wind energy market in Turkey

In Turkey, almost all the active turbines used in wind power
plants are imported products. The country does not have any nota-
ble domestic manufacturer in a megawatt-scale. Fig. 13 shows the
distribution of the total installed wind capacity in Turkey by tur-
bine manufacturers [31]. Nordex is the leading company (26.16%)
in terms of installed wind capacity, followed by Vestas, Enercon,
Table 5
The approximate number of employees by the manufacturers.

Manufacturers The approximate number of employees

Vestas 25,000
Siemens Gamesa 23,000
Enercon 18,000
Goldwind 8,000
Nordex 7,500
Suzlon 6,000
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Siemens-Gamesa, and General Electric (GE) respectively. The other
manufacturers are Suzlon, Sinovel, Goldwind and Senvion which
have a 2.86% market share in Turkey.

There exist 25 wind power plants under construction which
constitute 1309.79 MW in Turkey and majority of them are
installed in Marmara (729.4 MW) and Aegean (410.49 MW)
regions [31]. Among the new installations, Nordex and GE have
large installation capacities with 732.79 MW and 350.20 MW
respectively and the majority of these constructions are located
in regions of Marmara and Aegean which have steady and high-
speed wind potential, also contain the required industry and labor
force.

As mentioned above, the wind energy sector in Turkey provides
6,700 jobs [70]. These jobs are mostly related to the construction
processes of wind power plants, manufacturing of some of the
wind turbine components such as blade, tower, and other sub-
components. Also, blade manufacturers operating in Turkey are
sub-companies established by global wind companies. For
instance; Aero Wind and LM Wind are the sub-companies of Ener-
con and GE respectively. Turkey has advanced construction compa-
nies such as Alke, Çimtas�, Gesbey, and Temsan, and the country is
capable of tower production in this regard.
7. Discussion

The discussion part is examined in four sub-sections for better
understandability and concluded with a SWOT analysis to present
a clear overview of all positive and negative factors.

7.1. Turkish Lira-denominated feed-in tariff

The future of YEKDEM is unclear for licensed production. Yet, it
has been clarified for the unlicensed production. In the new law,
A. K. Sahoo et al.



the selling price is denominated in Turkish Lira for unlicensed pro-

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
and trade of these products will be Turkish Lira-denominated,
the investment of a wind energy project will be Turkish Lira-
denominated. Then, the incentives provided in Turkish Lira will
be meaningful. Investors will have a lower risk factor and will
not be affected by the exchange rate volatility.

� If Turkey decides to continue with Turkish-lira denominated
feed-in tariffs, then Turkish banks should provide better loan
options for these investments. Because the investors obtain
loans from foreign banks denominated in US Dollar or Euro. In
case the incentives (which means the cash flows of the project)
are in another currency, and fragile to exchange rate volatility,
these banks may want to avoid taking risks.

� In order to prevent the money loss that can be caused by cur-
rency fluctuations, Turkish Lira denominated feed-in tariff rates
can be updated in short periods based on US Dollar/Euro or
inflation rate.

7.2. Local wind energy industry and labor force in Turkey

The domestic wind energy industry highly contributes to the
local labor force and technological know-how. Turkey which holds
relatively cheap labor force and qualified staff can combine these
features and get close to its target of 20 GW installed capacity in
wind energy by reducing the risk factors mentioned in Section 7.1
for investors and establishing its local wind energy industry. The
top countries holding the highest installed capacity in wind energy
are the developed countries that started their wind energy invest-
ments earlier than others, except China and Brazil.

Although the installed wind power in China is very high and the
Chinese market dominates a large part of the market share in the
world (Table 4), China entered the wind market later than the
others and turbine production is mainly directed to the domestic
Chinese market [62]. To reduce carbon emissions and supply the
energy demand, the Chinese government provided incentives and
subsidiaries for wind energy such as tax reduction, feed-in-tariffs
valid for 20 years, supports for local manufacturing of wind tur-
bines such as availability of better funds from state-owned banks,
funds given for research & development (R&D) projects, and grants
given for wind turbine manufacturers for production of 1.5 MW or
higher capacity wind turbine parts [71,72].

In Brazil, despite the country’s high installed capacity, there are
no domestic wind turbine manufacturers. Brazil has achieved its
success in wind energy with its local content requirements set in
wind auctions. Brazil’s wind auctions strongly promote localization
in wind turbine manufacturing. Although not obligatory, to benefit
from the favorable credit options of the BrazilianDevelopment Bank
BNDES (a governmental funding agency responsible for most of the
energyfinancing inBrazil), the companies should fulfill local content

duction. Turkish Lira-denominated feed-in tariff had been in use 
between 2005 and 2011 before. Back then, the use of domestic cur-
rency became a matter of debate. Both financial corporations and 
sector stakeholders demanded US Dollar or Euro-denominated 
fixed-prices which are not subject to change due to exchange rate 
fluctuations. Especially banks demanded them to predict cash flows 
and offer debt ratio to investors. Such that, after 2011, with the 
amendment of the law, the amount has been denominated in US 
Dollar and the rate of new installations has increased significantly.

When the electricity selling price is Turkish Lira-denominated, 
it becomes a hesitation factor for the investors since the invest-
ments and loans are denominated in US Dollars or Euro. If the sell-
ing price is considered to be Turkish Lira-denominated, then, 
Turkey should wait until its domestic wind energy industry devel-
ops and becomes mature, that is:

� As the equipment to be used in projects will be locally produced
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requirements. These requirements impose investors tomanufacture
or assemble at least three of the four main wind turbine compo-
nents: towers, blades, nacelles, and hubs, in Brazil [73]. The local
content requirements policy has become successful to promote
low andmedium technologymanufacturing in Brazil. Wind turbine
components that are difficult to transport such as parts of the
nacelle, hubs, and blades are currently being produced in the coun-
try. Yet, expensive high technology and high-quality content, which
requires a more qualified labor force, is still being imported [74].

In this respect, instead of creating a local wind turbine brand in
the first stage, Turkey should consider establishing partnerships
with large brands that maintain their production since the 80 s.
Turkey has achieved such success in the automotive industry and
become one of the top manufacturer countries [48]. Also, the
Brazilian example shows the success of this method. Although Bra-
zil does not have any domestic wind turbine brands, it has become
one of the leading countries in wind energy and contains one of the
highest labor force. This model was so successful that, especially
after 2013, the country has increased its installed wind capacity
significantly (Table 1).

One of the successes of Brazil’s auction model is undoubtedly
the country’s highest capacity factor in the world. This is one of
the main factors that attract firms to invest in Brazil. Likewise, Tur-
key is a country ranked with the third-highest capacity factor in
the world, and with this feature, Turkey has a similar potential to
attract investors, if necessary incentives and supports are supplied.
If Turkey continues its YEKA auctions and insists on domestic labor
and domestic industry stand out in these auctions, it is likely to be
successful as can be seen from the example of Brazil.

The incentives and support mechanisms in wind energy pro-
vided by Brazil and China had a positive impact on the wind instal-
lations in their countries as well as on the labor force. As given in
Table 6, these countries are among the top ten countries in the
world concerning the number of wind-related jobs. China and Bra-
zil have 510,000 and 34,000 wind-related jobs in their countries,
respectively. This is also one of the factors that enhance the coun-
try’s technological know-how and qualified manpower.

7.3. Wind energy auctions

Turkey has applied two YEKA auctions so far. Both auctions
aimed to promote locally produced wind turbine equipment, con-
duct R&D in wind turbine technology, and use local labor force in
wind energy projects. These two auctions were achieved with very
lowprices in the range of 3.48–4.56 cent/kWhwhile the global aver-
age of onshore wind auctions was 6 cent/kWh (2017) [46]. The low
prices were caused by the high capacity factor of the project areas
and the large capacity of the projects (1,000 MW of each).

The achieved low prices show that the YEKA auction model can
be further expanded in Turkey. The authorities and decision-
makers can develop YEKA-like auction models with lower capacity
projects and in the regions with lower capacity factors while auc-
tion prices still stay below the global average. This might further
expand the use of wind power, improve the wind industry, and
increase local employment in Turkey.

Moreover, small-scale YEKAs can overcome another threat: a
possible project failure. In big projects a failure may cause a valu-
able time loss in the process of Turkey’s local wind industry estab-
lishment. Dividing the risk can be another option to be considered.

7.4. SWOT analysis

Lastly, a SWOT (strengths, weaknesses, opportunities, and
threats) analysis is made to summarize the discussion part and
evaluate Turkey’s competitive position considering internal and
external factors (Table 7). Turkey’s industrial development and
A. K. Sahoo et al.



(S)trenghts (W)eaknesses (O)pportunities (T)hreats

� High capacity factor in
the country.

� Qualified and cheap
labor force.

� Governmental willing-
ness to develop local
wind energy industry.

� Strong domestic demand
of wind turbine
equipment.

� State policy of energy
diversification and
energy independency.

� Increased know-how in
Turkey over years

� Lower feed-in tariffs compared
to developed countries.

� The highest-potential wind sites
are already occupied.

� Some of the high-speed wind
areas exist on bird migration
routes.

� Bureaucracy and institutional
incoordination can be challeng-
ing from time to time.

� Short duration of feed-in tariff
(10 years).

� Untouched, high offshore wind
potential.

� Wind turbine raw materials are
already being produced and in use
in other sectors in Turkey.

� Closeness to new markets.
� Upper limit increase for unlicensed
plants (1 MW to 5 MW).

� Unexploited high-medium, medium
wind speed sites.

� Increase of infrastructural
investments.

� Unclear future of feed-in tariffs after 2020.
� Unwillingness of businesses to use Turkish Lira
denominated feed-in tariff.

� High exchange rate and interest rate volatility.
� Country’s vulnerability to economic crises.
� High competition in the market due to lower
production costs and higher technological devel-
opement of India and China.

� Removal of bonus price for use of domestic
equipment in new unlicensed feed-in tariff.

Table 7
SWOT analysis of wind energy in Turkey.
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low-cost, skilled workforce stand out as the country’s ‘‘strengths”.
The industrial force, combined with the governmental willingness
can help the country to achieve its goal of establishing a local wind
energy industry. The bureaucracy and institutional incoordination
in Turkey can be seen as a ‘‘weakness” in general but that can be
eliminated with facilitating arrangements. Here, Turkey’s main
‘‘opportunity” is the country’s closeness to the new markets such
as Mediterranean, Middle Eastern, North African and Central Asian.
Turkey also already produces wind turbine raw materials and use
them in various sectors, which can accelerate the country’s
achievement of its goal. Yet, the main ‘‘threat” is India and China,
which have already established their industrial facilities with low
production costs and high technological development. Taking a
share from a market that is targeted by Indian and Chinese manu-
facturers will be one of the main challenges.

8. Conclusions

By the end of 2019, the total installed wind capacity reached
7.59 GW in Turkey which is far away from the country’s target
of 20 GW by 2023. The average rate of 627 MW capacity instal-
lations per year makes it impossible to reach the assigned tar-
get. Thus, to get close to ‘‘2023 targets” in wind energy, Turkey
should increase the efficiency of the current policy measures. In
this respect, the below recommendations are made and eco-
nomic feasibility results are presented to give a broader view
about the country’s potential:

� Turkish Lira-denominated feed-in tariff is a hesitation factor for
project owners due to the exchange rate and interest rate
volatility. If Turkey wants to continue with the Turkish Lira-
denominated feed-in tariff, then the Turkish banks should offer
better credit options to attract investors.

� Turkish Lira-denominated feed-in tariff will be justified when
Turkey establishes its local wind energy industry. Yet, until
then, measures should be taken to prevent investors from a pos-
sible money loss. In this regard, Turkish Lira-denominated feed-
in tariff rates can be updated in short periods.

� In the first stage, instead of creating a local wind turbine brand,
Turkey should consider going into partnerships with well-
established firms. Brazil’s own success story in wind energy
and Turkey’s success in the automotive sector show that this
model can work for Turkey and the country can develop a
remarkable wind energy industry and employment with its
qualified and relatively cheap labor force.
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� The future of the YEKDEM feed-in tariff mechanism which ends
by the end of 2020 should be clarified. The uncertainty causes
hesitation for the investors.

� Turkey should maintain the local content requirements in its
successful YEKA auctions and feed-in tariff scheme. Local con-
tent requirements can be provided for unlicensed projects as
well. Especially taking into account that the definition of unli-
censed projects is expanded from 1 to 5 MW, this may be
required to boost the promotion of unlicensed projects.

� The duration of Turkey’s feed-in tariff (10 years) is lower com-
pared to many countries (15–20 years). A longer feed-in tariff
(even with a lower feed-in tariff rate) can provide better pre-
dictability for both banks and project investors.

� While large capacity YEKA auctions were achieved with record
low prices, the risk gets bigger as the capacity increases. A pos-
sible project failure may cause a valuable time loss in the pro-
cess of Turkey’s local wind industry development. Thus, mini-
YEKAs with lower capacities should also be considered.

� Wind energy investments in Turkey are concentrated in certain
regions (Fig. 6). This brings necessary infrastructure invest-
ments with an economic burden. Within a strategic plan,
investments can be homogeneously shifted to other high-
capacity regions that require less infrastructure investment.

� Although wind energy projects have not faced with strong
opposition in Turkey so far, offshore projects can suffer from
‘‘Not in my backyard” (NIMBY) syndrome due to the touristic
aspect of Turkish coasts. Suitable offshore locations having
low public opposition can be mapped considering social effects.

� In the economic analysis, the DPBP of large-scale wind power
plants are determined tobebetween4.96 and8.21years depend-
ing on taking advantage of the local content bonus provided by
YEKDEM feed-in tariff scheme. The DPBP of 4.96 years belongs to
the best case where all the used equipment are locally produced.
Yet, in thepossiblecaseDPBPis6.94yearsduetothe limitedavail-
ability of locally produced equipment in Turkey.

� It is seen that, the new unlicensed scheme to be used after 2020
provides a DPBP of 8.5 years which is close to the previous DPBP
of 8.21 years under YEKDEMwithout any local content bonus. If
the government decides to apply the same rates to the licensed
projects after YEKDEM (as applied previously), then the local
content bonus must be maintained in the new scheme to reach
the old payback periods. This also overlaps with the country’s
willingness to establish a local wind energy industry. When
there is a local content bonus, investors will want to invest in
equipment that will be produced in Turkey.
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Increasing penetration of renewable energy sources reveals the concept of dc microgrid which has the 
advantages of low cost and low losses because of the elimination of the AC/DC conversion processes. 
The most frequently encountered power quality problem in DC microgrid is voltage fluctuations due to 
the intermittent nature of renewable energy sources. Direct current (DC) electric spring (DCES), which 
is an emerging power quality device in DC microgrids, is employed in order to mitigate the effect of 
the related problem. In this paper, z source converter integrated DCES topology (zDCES) is proposed to 
provide a wide compensation voltage range with lower duty cycle range and a remarkable decrease in 
the battery nominal voltage in comparison with conventional systems. The proposed system composed 
of full-bridge converter, z source converter and battery pack. zDCES provides high voltage gain by using 
z source converter with passive components without any need for additional switches. The shoot-
through control, which is used to achieve high gain in z source converter, is implemented using existing 
full-bridge switches. The performance of the proposed system is compared with the traditional DCES sys-
tem. The performance of the zDCES is validated with a case study with different voltage fluctuation states. 
� 2021 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC 
1. Introduction

1.1. Overview

Nowadays, the interest in DC microgrids is growing in parallel
with the rapidly increasing use of renewable energy sources
(RES) powered systems such as photovoltaic (PV) systems and fuel
cell (FC) systems. DC microgrids provide high reliability, high effi-
ciency and ease of RES interconnection in comparison with ac
microgrids. RESs that generate inherently DC output can be inte-
grated into DC microgrids without any need for AC-DC converter
interfaces as with dc loads such as LED systems, televisions and
computers [1–3]. In addition, frequency and phase synchronization
requirements are eliminated through DC microgrids. Because of
such advantages, DC microgrids, which is one of the prominent
emerging technologies, will play an important role in the improve-
ment of the new generation grids [4].

The nonlinear behaviors of RESs due to natural events such as
partial shading and temperature variations reveals the phe-
nomenon of electrical power quality in DC microgrids. The most
common power quality problems in dc microgrids are (i) DC bus
faults, (ii) inrush current, (iii) communication failures, (iv) voltage
fluctuations, (v) electromagnetic interference compatibility (EMC)
issue, (vi) harmonics due to resonances and power electronics-
based converters [5]. Since power quality is consumer-driven issue,
sensitive loads such as computers and communications devices
should be protected from power quality problems [6]. Voltage fluc-
tuations are one of the most frequently encountered electric power
quality problems in DC microgrids due to the nonlinear production
behavior of RESs and abrupt load changes. To alleviate voltage fluc-
tuations, RES-powered systems traditionally are equipped with
large energy storage units and supply-side management is per-
formed by providing power flow management [7–9]. Recently,
electric spring (ES) technology, which is a demand-side manage-
ment approach, is applied to mitigate the effects of voltage fluctu-
ations on voltage-sensitive loads.
1.2. Literature survey

ES is an emerging power quality device that can provide electric
active suspension functions to mitigate the effects of voltage insta-
bility from the integration of RESs with nonlinear characteristics in
DC microgrids. Although numerous studies related with electric
spring for AC microgrids have been performed in literature, there
are a limited number of publications in this regard for DC
microgrids.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jestch.2021.05.004&domain=pdf


Nomenclature

B Boost factor
CL Critical load
d S1-S4 duty cycle
DCES DC electric spring
dst Shoot-through duty cycle
ES Electric spring
FC Fuel cell
HFT High frequency transformer
NCL Non-critical load
NST Non-shoot-through
Pact Actual power consumption
PCC Point of common coupling
PCL CL power consumption
PNCL NCL power consumption
Pnom Nominal power consumption
PSL SL power consumption

PV Photovoltaic
PzDCES zDCES power consumption
RCL CL resistance
RES Renewable energy source
RNCL NCL resistance
SL Smart load
ST Shoot-through
TS Switching cycle
TST Shoot-through time
Vbus_act Actual busbar voltage
Vbus_nom Nominal busbar voltage
VzDC Input voltage of zDCES
VzDCES Output voltage of zDCES
zDCES z source integrated DC electric spring

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
The configuration of DCES is classified into two as series-type
and shunt-type as shown in Fig. 1. The critical loads (CL) corre-
sponds to voltage sensitive loads, and noncritical loads (NCL) cor-
responds to loads not affected by voltage variations. The series-
type DCES is a voltage source connected in series with noncritical
loads to form a smart load (SL) that is able to regulate the voltage
of the busbar by controlling the charges stored in a capacitor. The
shunt-type DCES is a current source connected in parallel with the
point of common coupling (PCC) and is not associated with any
noncritical loads [10]. A comparison study on the series-type and
shunt-type DCESs is presented in [10]. Since the dynamic response
of the series-type DCES depends on the serial impedance of the
NCL, the series-type DCES has a slower dynamic response than
shunt-type DCES.

However, the series-type DCES requires reduced battery capac-
ity as it creates a smart load by connecting in series with NCLs.
Fig. 1. Types of DC e
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Thus, the related aspect of the series-type DCES makes it applicable
in many DC microgrid implementations [1].

The shunt-type DCES topologies had derived from the buck,
boost and buck-boost converter topologies because of the unipolar
output voltage requirement [11]. The series-type DCES topologies
are usually composed of the variations of the bridge topologies
due to the requirement of the bipolar output voltage. In
[1,2,10,12,13], full bridge converter based DCES concepts are pro-
posed to regulate the busbar voltage at PCC. The related studies dif-
fer from each other in control aspects. The control methods
coordinating the power flow of full-bridge converter based DCES
are model predictive control [1], distributed control [13], decen-
tralized control [12] and active damping control [14]. The perfor-
mance of the full-bridge converter based DCES has been
investigated in a bipolar DC distribution network in [15]. A compli-
cated control system with double inputs and outputs are
lectric springs.
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employed. In [3], a half-bridge topology based DCES is proposed for 
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a dc microgrid with the drawback of specialized charge-balance 
control scheme requirement. The common drawback of the DCES 
topologies formed with bridge converters is the relatively high bat-
tery voltage requirement to provide bipolar high voltages at the 
output ports of the DCES. Some authors have addressed three-
port and isolated DCES topologies to regulate the busbar voltage 
of DC microgrid [16,17]. The current topologies are equipped with 
high frequency transformers (HFTs) to provide both galvanic isola-
tion and to regulate the voltage level. The bipolar high voltage 
requirement at the output of DCES is provided through the turns 
ratio of the HFTs while transformerless topologies endowed with 
batteries of higher voltage levels.

Recently, several studies have been conducted regarding the 
power electronic interfaces that are able to achieve high voltage 
gain with a reduced number of switches [18]. Some high-gain step-
up converter topologies offered in the literature include mul-tiplier 
cells [19], switched-capacitors [20], cascaded boost [21], quadratic 
boost [22], and coupled inductor [23] converters. Although the 
related topologies provide high gain and high effi-ciency, they 
include additional switches in order to integrate into the DCESs 
which are the variations of the bridge topologies. Besides, the 
formed two-stage power electronic interface by integrating DCESs 
and high-gain converters requires independent control for each 
stage and increases the control complexity of the system. The 
impedance networks stand out with advantage of high-gain. In this 
regard, z source and quasi z source converters provide attrac-tive 
boost ability for aforementioned applications [24–26].
1.3. Key contributions
As it is understood from the literature review, the wide input 
voltage range of ES is essential to compensate the voltage fluctua-
tions by producing various bipolar voltage levels at the output port 
of the ES. The wide voltage range is achieved by using the turns 
ratio of HFTs and battery packs composed of many series cells in 
traditional DCESs. In this study, a z-source converter integrated full 
bridge based DCES with reduced battery voltage is proposed to 
mitigate the effects of voltage instability occurred in DC micro-
grids. The proposed zDCES composed of a full-bridge converter, z 
source converter and reduced voltage battery. With the proposed 
system, the battery voltage requirement is remarkably decreased in 
comparison with conventional studies in the literature. Z source 
converter increases and adjusts the input voltage of the full-bridge 
converter. Shoot-through states of z source converter are con-
trolled with the switches of full-bridge converter. Thus, the high 
voltage gain, which is achieved with passive components and no 
additional switches, has reduced the battery cost. Although the 
quasi z source converter has the superior aspects of z source con-
verter as well as more advantages such as reduced voltage stress, 
the z source converter topology has been used because of the low 
ratings of the proposed system. The performance of the pro-posed 
system is verified with different case studies.

The rest of the paper is organized as follows: Section Ⅱ intro-
duces the proposed zDCES topology and describes its operation 
principle. Section III presents the design of the control for the pro-
posed converter. The results of case studies are presented in Sec-
tion Ⅳ. Section V puts forward conclusions with relevant 
discussion.
2. ZDCES design

In this paper, a z source converter integrated DCES topology is
proposed to achieve a reduction in the nominal voltage rating of
the battery. The proposed zDCES topology is illustrated in Fig. 2
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consists of a full-bridge converter, a z source converter and a bat-
tery pack. While the full-bridge converter produces a bipolar volt-
age at the output port of the zDCES, the z source converter achieves
the wide input voltage range for full-bridge converter. The zDCES is
connected in series with NCL to form a smart load. Thus, the zDCES
mitigates the voltage fluctuations at PCC by regulating the power
flow of NCL that can tolerate large power and voltage variations
and it prevents the CL from being affected by voltage fluctuation.
The z source converter makes it possible to reach a wide range of
bipolar voltage at the output ports of the zDCES with reduced bat-
tery voltage. The loads are fed from the PCC through the source and
the power flow is performed considering the instantaneous voltage
and power of PCC.

The proposed system operates at three different modes accord-
ing to the power and voltage ratings of PCC as Mode 1, 2 and 3.
Mode 1 corresponds to greater actual power consumption (Pact)
than the nominal power consumption (Pnom) of loads. The fact that
the actual busbar voltage is lower than its nominal voltage is com-
pensated by the zDCES providing a positive polarity voltage.Mode 2
corresponds to lower actual power consumption than the nominal
power consumption of loads. The fact that the actual busbar voltage
(Vbus_act) is greater than its nominal voltage (Vbus_nom) is compen-
sated by the zDCES providing a negative polarity voltage. Mode 3
corresponds to balanced actual power consumption and nominal
power consumption of loads. In this state, the zDCES is deactivated
with the output voltage of 0. The equivalent circuit of the proposed
system illustrated in Fig. 3 represents all operation modes. Consid-
ering the equivalent circuit, the relations of voltages and current
flow directions can be derived by the following formulation;

VzDCEC ¼ dVzDC � ð1� dÞVzDC � VLNC1 � VLNC2 ð1Þ
where VzDCES and VzDC are the output voltages of zDCES and z-source
converter respectively, VLNC1 and VLNC2 are the inductor voltages. d
represents the duty cycle of S1 and S4 switches while (1-d) repre-
sents the duty cycle of S2 and S3 switches. At the steady state, the
average voltages of inductors are zero for one switching cycle. Thus
the voltage VzDCES can be computed considering the duty cycle
value.

The operation modes of zDCES are summarized in Eq. (2).

VzDCES > 0 when Vbus act < Vbus nom and Pnom > Pact

VzDCES < 0 when Vbus act > Vbus nom and Pnom < Pact

VzDCES ¼ 0 when Vbus act ¼ Vbus nom and Pnom ¼ Pact

8><
>: ð2Þ

where Pnom and Pact are the nominal and actual power consump-
tions of loads respectively, Vbus_nom and Vbus_act are the nominal
and actual busbar voltages respectively.

The power consumption of the smart load and CL are described
as follows [1];

Pact ¼ PNCL þ PzDCES þ PCL ð3Þ

Pact ¼ ðVbus act � VzDCESÞ2
RNCL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}PNCL

þ ðVbus act � VzDCESÞVzDCES

RNCL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}PzDCES|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
smart load

þV2
bus act

RCL|fflfflffl{zfflfflffl}
PCL

ð4Þ
where PNCL, PzDCES and PCL represent the actual power consumption
of NCL, zDCES and CL respectively. RNCL is the NCL load, and RCL is
the CL load. From Eq (4), it is observed that the smart load power
decreases linearly with positive VzDCES while it increases linearly
with negative VzDCES. Eq(4) is valid for both voltage variations that
occur in negative and positive directions in the DC busbar.

The voltage fluctuations occurred at PCC cause actual power
variations in the loads. The power difference of the PCC can be
expressed as;
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Fig. 2. Proposed zDCES topology.

Fig. 3. Equivalent circuit of zDCES.
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DP ¼ Pnom � Pact ð5Þ
The zDCES voltage is calculated according to;

P¼ V2
bus nom

RNCL
þV2

bus nom

RCL

!
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Pnom

� ðVbus act �VzDCES actÞ2
RNCL

þðVbus act �VzDCES actÞVzDCES act

RNCL
þV2

bus act

RCL

!
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Pact

ð6Þ

VzDCES ¼ Vbus act � PSLRNCL

Vbus act
ð7Þ

The voltage and power regulation of the SL are achieved via the
full bridge converter the zDCES. The zDCES generate a suitable
voltage (VzDCES) and regulates the power flow to provide a stable
voltage at PCC. With the control of the duty cycle in the full bridge
converter, the zDCES voltage is defined as;

VzDCES ¼ VzDC 2d� 1ð Þ ð8Þ
3. Control scheme of zDCES

The full-bridge converter is employed to manipulate the power
flow of SL by providing bipolar voltage. A bipolar PWM method is
adopted to provide a bipolar voltage at the output port of the
zDCES. To be able to compensate for the voltage fluctuations by
regulating the power flow of the PCC, the controller of the pro-
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posed system monitors the voltages and powers and detects the
missing/excessive voltage. The compensation is performed by
adjusting the duty cycles of switches in the full-bridge converter,
which is interfacing battery and SL. The switching pairs of S1-S4
and S2-S3 are periodically triggered and have the complementary
duty cycles as (d)Ts and (1-d)Ts respectively, where d is the duty
cycle of S1-S4 and Ts is the switching cycle.

The zDCES is operated in different modes by considering Eq.2
via the controller. The difference (Ve) between the nominal voltage
(Vbus_nom) and the measured actual voltage (Vbus_act) of the busbar is
used to determine the instantaneous zDCES voltage. When the bus-
bar voltage sags, zDCES voltage increases in the positive pole
reducing the power consumption of the NCL. In addition, the bus-
bar can also be fed by zDCES within the case of higher voltage sags.
When the bus voltage exceeds its nominal voltage, zDCES voltage
decreases in the negative pole, increasing the power consumption
of the NCL. Thus, it ensures that the busbar voltage remains con-
stant within the specified interval.

The controller of the zDCES is shown in Fig. 4. The duty cycles of
h-bridge and shoot-through states are adjusted by the
proportional-integral (PI) controllers which are operated simulta-
neously. The reference voltage of the busbar at PCC is subtracted
from the measured busbar voltage to calculate the error. The error
signal is applied to the PI controllers to generate the duty and
shoot-through signals to be compared with a triangular carrier sig-
nal as illustrated in Fig. 5. Thus, bipolar PWM control is achieved.
The change in duty cycles adjusts the voltage of the busbar and
regulates the power flow at PCC.

~0.5 duty cycle is the critical value for the H-bridge since it rep-
resents the zero voltage output in mode 3. If the duty cycle is less
than 0.5, the state represents mode 2 and the output voltage of the
zDCES has a negative amplitude. If the duty cycle is more than 0.5,
the state represents mode 1 and the output voltage of the zDCES
has a positive amplitude.

The z source converter provides a high voltage in the input port
of the full-bridge converter by regulating the battery voltage. Thus,
a wide voltage range can be achieved with a smaller duty cycle
ratio and lower battery voltage in comparison with the studies in
the literature. It is achieved by an additional switching state called
shoot-through which is an extra state corresponding to the short-
ing of one of the legs of a full-bridge converter [27,28]. The opera-
tion of the z source converter consists of two states as shoot-
through (ST) and non-shoot-through (NST). During ST state, the
upper and lower switches of one leg of the full-bridge converter
are turned on simultaneously and the diode of the battery is
reverse biased. Thus, the battery is isolated from the system and
the SL is fed from the two capacitors. During NST state, the diode
of the battery is forward biased and the SL is fed from the battery
as well as the two inductors energy [29,30]. The DC voltage across
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Fig. 4. Controller of the proposed zDCES.

Fig. 5. Bipolar PWM control signals.

Table 1
Parameters of the developed system.

System Parameter Value

DC Microgrid Nominal Busbar Voltage 48 V
Distribution Line Resistance (RL) 0.37 O
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the input port of the full-bridge converter (VzDC) is expressed as
[27];

VzDC ¼ VbatB ð9Þ
where B represents the boost factor and it is calculated according to
the Eq.10 and Eq.11;

B ¼ 1
1� 2dst

ð10Þ

dst ¼ Tst=TS ð11Þ
where dst represents the duty cycle of switches in shoot-through
state and TS and Tst represent the switching cycle and shoot-
through time respectively.

The controller adjusts the dst considering the difference
between the reference and actual dc busbar voltages. In the state
that the difference is high, the duty cycle of shoot-through state
is also adjusted as a high value. Whereas the difference is low,
the shoot-through duty cycle is also adjusted as a low value.
Critical Load Resistance (RCL) 14.05 O
Non-critical Load Resistance (RNCL) 15.13 O

Full Bridge Converter Switching Elements MOSFET
Filter Capacitor (CNC) 140 uF
Filter Inductor (LNC1, LNC2) 600 uH
Switching Frequency 50 kHz

Z Source Converter Capacitor (Cz) 1 mF
Inductor (Lz) 12.8 mH

Battery Nominal Voltage 65 V
Capacity 10 Ah
4. Performance analysis

This section presents the performance evaluation of the pro-
posed system. In order to evaluate the performance of the designed
zDCES topology and controller, a prototype is developed in
MATLAB/Simulink environment for a dc microgrid. The presented
system is tested under a case with different voltage fluctuation
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states and the performance results are compared with the conven-
tional full-bridge converter based DCES topology. The switching
elements of the power circuit are MOSFET because of the power
rating and switching frequency of the system. The CL and NCL
are designed as constant resistive loads with values of 14.05 O
and 15.13 O respectively. The voltage at PCC is set to be 48 V
and it fluctuates between 48.5 V and 51 V during the voltage fluc-
tuation states. The parameters of the developed system are shown
in Table 1.

The performance investigation of the proposed zDCES and the
conventional full-bridge converter based DCES that is equipped
with a 120 V battery pack is implemented using the same param-
eters. The only difference between the systems is the battery volt-
ages. PI controllers generate a duty cycle considering dynamic
variations of the voltage at PCC to trigger the switches of the elec-
tric springs. The generated duty cycles are presented in Fig. 6. The
controllers respond dynamically during the instantaneous change
in voltage. The results show that the proposed system provides
the related compensation voltage with lower battery voltage and
lower duty cycle range thanks to the high gain z source converter.
The duty cycle values vary with using zDCES varies within the 40–
60% whereas they vary within the 35–72% with using the conven-
tional DCES topology.

The resulting PCC voltages that are obtained without using
DCES, with using conventional DCES and the proposed zDCES dur-
ing the voltage fluctuations are illustrated in Fig. 7. As can be seen
from Fig. 7, the dc busbar voltage fluctuates without using DCES
whereas it keeps constant within the specified values with using
electric springs during the source voltage variations. In the same
case, the proposed topology achieves to further increase the sys-
tem performance by keeping the voltage fluctuation in a lower
range in comparison with the conventional DCES.
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Fig. 6. Duty cycle variations during source voltage fluctuations.

Fig. 7. PCC voltages during source voltage fluctuations.

Fig. 8. Performance waveforms of the proposed zDCES.

Table 2
Advantage/disadvantage benchmarking of the investigated systems.

Methods Advantages Disadvantages

zDCES � Reduced battery voltage
� Reduced series battery
cells

� Lower duty cycle range
� High voltage gain
� Adaptability voltage
flexible applications

� Four active switches
� Bipolar voltage

� Additional passive
components

H-Bridge Converter
Based DCES

� Four active switches
� Bipolar voltage

� High battery
voltages

� Restricted voltage
applications

� Limited compensa-
tion capability

Without DCES � No compensation
capability

� Critical load
damages
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The power consumption details of the SL are presented in Fig. 8.
As illustrated in Fig. 8, the electric spring voltage is higher than
zero when the busbar voltage sags. The SL power decreases linearly
with the increasing electric spring voltage according to the depth
of the voltage sag. The negative SL power corresponds to the
injected power to the system by the zDCES. The electric spring
voltage is lower than zero when the busbar voltage is higher than
its nominal value. The SL power increases linearly with the
decreasing electric spring voltage according to the depth of the
voltage swell. As illustrated in Fig. 8, during the voltage fluctua-
tions, the SL power is adjusted and the busbar voltage is kept under
the desired voltage limits via zDCES. Besides, the z-source con-
verter adaptively regulates the VzDC voltage between 135 V and
245 V considering the related operation case with low battery volt-
age. So that the requirement for a high voltage battery is elimi-
nated. The results prove that the proposed zDCES can quickly
mitigate the effect of the dc microgrid fluctuations on the CL.

Table 2 outlines the advantages and disadvantages of the inves-
tigated systems in the DC microgrid. Among these systems, the
proposed zDCES excels with the advantages of the reduced battery
voltage, high gain, and lower duty cycle range. Besides, it has flex-
ible operation voltage provided by the z-source converter thanks to
the aspect of high gain.
5. Conclusion and discussion

In this paper, a z source converter integrated full-bridge con-
verter based DCES topology and control method have been pro-
posed. The main superior aspects of the proposed zDCES
topology are reduced battery voltage and lower duty cycle range
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as well as providing a wider compensation voltage range. Also, a
wide range bipolar voltage at the output ports of the zDCES is
achieved by z source converter without additional switches rather
than relatively high voltage battery packs or HFT conversion rate
methods used in traditional DCES topologies.

Thus, a low cost solution has been developed to alleviate the
voltage fluctuation problem. In order to verify the effectiveness
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of the proposed zDCES system, a case study that includes different 
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dynamic operational changes has been conducted. Besides, to show 
the superiority of the zDCES system is compared with conventional 
DCES. Performance results show that the proposed system can keep 
the busbar voltage constant with a lower duty cycle range while the 
other system requires a higher duty cycle range. Hence, a wide 
voltage range can be provided in the input port of the full-bridge 
converter by z source converter in contrast to other sys-tems. 
Besides, the zDCES can keep the voltage fluctuation in a lower 
range when compared with conventional DCES. As a result, zDCES 
shows better and more flexible mitigation performance for all 
operational conditions.
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e
xchange has been introduced to meet the offers from the competing suppliers with the bids of the 
customers. In such an open access environment, the formation of bidding strategy is one of the most

challenging and important tasks for electricity participants to maximize their profit. To build 
bidding strategies for power suppliers and consumers in the restructured electricity market, a new 
mathematical framework is proposed in this paper. It is assumed that each participant sub-mits 
several blocks of real power quantities along with their bidding prices. The effectiveness of the 
proposed method is tested on Indian Utility-62 bus system and IEEE-118 bus system.
1. Introduction

The electricity industry around the world has been undergoing
through a change from regulated to restructuring market

structure and the government owned utilities have become pri-
vatized. In this environment, introduction of competitive
energy market, unbundling electricity services and open access

to the network have been created. In order to have the compet-
itive market, market operator and policy makers need to
study, analyze and monitor the behavior of market partici-

pants. In a competitive electricity market, both power suppli-
ers and consumers are allowed to participate in the market.
Due to limited number of power producers, long period of
power plant construction, large size of capital investment,
transmission constraints and transmission losses, the restruc-
tured power market behaves more like an imperfect competi-

tion. In such oligopolistic markets, an individual generator
can exercise market power and manipulate the market price
via its strategic bidding behavior and generating companies

may achieve benefits by bidding at a price higher than their
marginal production cost. This is called as a strategic bidding
problem. In order to maximize the profit for suppliers and
minimize the payments of customers, the building of bidding

strategies is a major concern in the restructured power market
because their profits depend on their bids.

In recent years, a number of strategic bidding models have

been proposed by many researchers. There are three main
methods to model the strategic bidding problems based on
the estimation of market clearing price, probability of rival’s

bidding behavior and game theory approach [1]. The market
clearing price (MCP) plays a significant role in the strategic
bidding problem since it determines what blocks will be nom-
al.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.aej.2016.12.002&domain=pdf
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inated by the market clearing mechanism. The MCP is deter-
mined by the following process. In the competitive electricity
market, the sellers submit the offers to sell the energy and

the buyers submit the bids to buy the energy. After accepting
the offers and bids from the sellers and buyers, the market
operator ranks the selling offers with buying bids. The stacked

supply curve for seller and demand curve for buyer are formed
by market operator. The point of intersection of the two curves
sets the MCP. The determination of market clearing price is

main operating function for a market operator in energy trad-
ing market.

Still now, a wide research work has been done on develop-
ing bidding strategies for generation side market participant

only and little work on demand side participants. The problem
of developing optimal bidding strategies for competitive gener-
ation companies was first introduced by David [2] and then

surveyed by several researchers. Most of the researchers have
used a linear bid function or quadratic bid function to build
the bidding strategy for the electricity market participant. In

[3,4], a linear bid function is assumed to build the bidding
strategies for participant and the system is dispatched to max-
imize the social welfare. In [5], Market clearing price with and

without wind power has been evaluated in double sided bid-
ding for linear bid and block bid trading model. Using Graph-
ical analysis, the MCP and schedules are determined under
different market conditions in which quadratic bid function

from both generating side and consumer side is considered
[6]. In [7], a conceptual study is carried out on optimal bidding
strategies of power suppliers in the operating Zhejiang provin-

cial electricity market in which the step-wise bidding protocol
is used. A normal probability distribution function is used to
describe the bidding behaviors of rivals. The problem of build-

ing optimal bidding strategies for GENCOs is formulated as
stochastic optimization problem which is solved by Monte-
Carlo simulation method and the optimal bidding block price

of GENCO is searched by Genetic Algorithm. Based on the
stepwise bidding protocol in electricity markets, the impact
of different numbers of bidding segments on the bidding
strategies of generation companies is calculated in [8].

The published research work regarding solution methodol-
ogy for bidding strategies can be grouped as optimization
method, game theory based and evolutionary based model.

In [9,10], strategic bidding problem has been formulated as
an optimization problem in which producers try to maximize
their profit based on the market clearing price. An analytical

formulation was developed for building the optimal bidding
strategy in England and Wales type electricity markets under
an assumption that the MCP is independent of the bid of
any supplier [11]. Some mathematical programming models

[12] such as linear and nonlinear integer programming models
were established to build optimal building problem for power
producers in day ahead electricity auction markets. In [13], the

bidding decision problem is formulated for GENCO with con-
sidering risk management and unit commitment. Using
Graphical analysis, MCP and schedules are determined under

different market conditions in double sided auction [14]. Li et
al. [15] have presented a mathematical model to find out MCP
in the electricity markets. In [16], a strategic bidding procedure

based on stochastic programming is decomposed using the
Benders technique. Zou [17] has designed bidding strategy
model to maximize social welfare in the spot market. In [18],
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the supply function models of various bidding strategies with
forward contracts are employed to simulate the bidding strat-
egy of suppliers in the power pool. An improved PSO algo-

rithm is proposed to solve the optimal bidding problem for
GENCO’s in a uniform price spot market [19]. Richter and
Sheble have applied GA [20] and GP - Automata [21] to evolve

appropriate bidding strategies in double auctions for electric
utilities which trade electricity competitively.

Strategic bidding has been addressed by many researchers

for a wide variety of market players. Researchers utilized many
different modeling approaches and different solution methods.
By analyzing the strategic bidding behavior of generating com-
panies, a specific MLNB decision model for day-ahead elec-

tricity markets is created in [22]. Soleymani [23] has
proposed a new method that was the combination of PSO
and simulated annealing to predict the bidding strategy of gen-

erating companies in an electricity market where they have
incomplete information about their opponents and market
mechanism of payment is pay as bid. In [24], discrete cosine

transforms based neural network approach is used to classify
the electricity markets of Mainland Spain and New York.
Agent based simulation is employed to study the power market

operation under different pricing methods in [25]. The JAVA
based power trading simulator is proposed to find out the mar-
ket clearing price in single sided auction market in [26]. For the
price-maker hydro-electric producers bidding problem, the

most recent developments and a path for future efforts are illu-
minated in [27]. Jain et al. [28] have developed an optimal bid-
ding strategy for a supplier considering double sided bidding,

rivals bidding behavior, and unconstrained and constrained
market scenario.

A number of strategic bidding models have been proposed

by different researchers in recent years. In this paper, a math-
ematical model is developed for step bidding function for a day
ahead market in the competitive environment. In most of the

research work, a linear supply function model was presented
to investigate strategic bidding behavior. However actual
implementation of electricity markets requires the representa-
tion of supply offers and demand bids that aggregated into dis-

tinct steps. This paper presents mathematical model for
stepwise bidding protocol for both supplier offer functions
and customer bid functions of real power. Conventional

method is used to solve this mathematical model for step bid-
ding function. This proposed method is tested on Indian Util-
ity-62 bus system and IEEE-118 bus system.

The Indian Energy Exchange actually uses piecewise-linear
bids that are strict functions from price to quantity. Bidders in
practice use these functions almost exclusively to closely
approximate step functions with constant quantities for a

range of prices. In this paper, bids to be assumed of a true step
form throughout and do not use the linear interpolation of the
exchange.

In the developing electricity markets, a suitable trading
mechanism is required for all participants in order to achieve
the profit. This paper employs conventional method to solve

the bidding function of both suppliers and customers. The
pricing mechanism in double side auction is uniform pricing
method. The social welfare generated by the double auction

will be improved greatly. The different case studies with block
bids models are illustrated. It has been found that MCP may
be higher when demand is increased. Case studies show that
S. S. Khuntia et al.
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such a structure allows all power market participants to
empower with more information about the market settlement.
This method is more consistent than other simulation model.

This paper is organized as follows. Section 2 explains the
mathematical formulation of the strategic bidding problem
for double sided auction in a day ahead market. Section 3

describes the solution algorithm. Section 4 illustrates concep-
tual analysis for a practical utility system and results are pre-
sented. Conclusive remarks are given in Section 5.

2. Mathematical formulation

To realize the economic dispatch, maximize the profits of sup-

pliers and minimize the customer payments, it is very impor-
tant to create reasonable matching rule for the electricity
auction market. In a day ahead electricity market, every elec-

tricity supplier and customer submits bids to the power market
for every hour. Market operator sorts bids of customers and
suppliers by their price offers in descending and ascending
order respectively and the customer with the highest bid price

is first matched with the lowest offer price of supplier. For
that, the aggregated hourly supply and demand bid curves
are constructed from the offers and bids submitted by partici-

pants. The point of intersection between aggregated demand
and supply curve sets the market clearing price (MCP). Every
supplier whose offering price is below or equal to the MCP will

be allowed to sell the electricity at that hour. Similarly every
customer whose bidding price is above or equal to the MCP
will be accepted to buy the energy. All accepted participants
will be paid at the same clearing price for the electricity, but

not the price offered. Thus a system dispatch levels are fixed
by a market operator by making maximize the profit of suppli-
ers and minimize the customer payments. In this paper, it is

assumed that each participant (supplier and customer) in day
ahead electricity market submits its own bid as pairs of price
and quantity with several blocks. Stepwise bidding is consid-

ered. Mathematical model is developed for bidding function
of suppliers and customers. The solution methodology is also
proposed for this mathematical model. The plant ramping,

transmission and system security constraints and reserve have
been ignored.

2.1. Mathematical model for suppliers

In a competitive electricity market, the participants can be
allowed to bid their outputs and demands as blocks. The sales
bid of suppliers are expressed in the following way.

Suppose that a system consists of ‘m’ independent power
suppliers. Each supplier is required to submit a block bid func-
tion. Each supplier has kiði ¼ 1; 2; . . . ;mÞ blocks of power to

sell which are arranged in ascending order of their cost of pro-
duction as shown below.

SiðqÞ ¼

psi1 ai0 6 q 6 ai1;

psi2 ai1 6 q 6 ai2;

psi3 ai2 6 q 6 ai3;

..

. ..
. . .

. ..
.

psiki aiki�1 6 q 6 aiki ; i ¼ 1; 2; . . .m

8
>>>>>>><

>>>>>>>:

ð1Þ
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where psi1 denotes offering price of first block for the ith sup-

plier between the power quantity ai0 and ai1.
The electricity supply curve is upward sloping curve which

can be obtained by summing of all net sales bids of suppliers.

The cumulative blocks of power for all suppliers can be written
as

SðqÞ ¼

ps1 a0 6 q 6 a1;

ps2 a1 6 q 6 a2;

ps3 a2 6 q 6 a3;

..

. ..
. . .

. ..
.

psk ak�1 6 q 6 ak

8
>>>>>>>>><

>>>>>>>>>:

ð2Þ

where ps1 denotes offering price of first block for the ‘m’ sup-
pliers between the power quantity a0 and a1.

Using Heaviside’s unit step function, these equations are
expressed as a single equation and are given by the equation.

SðqÞ ¼ ps1 þ ðps2 � ps1Þua1ðqÞ þ ðps3 � ps2Þua2ðqÞ þ � � �
þ ðpsk � psk�1Þuak�1ðqÞ ð3Þ
2.2. Mathematical model for customers

The demand bid of customers are expressed in the following

way.
Let there are ‘n’ independent customers and each customer

has lj; ðj ¼ 1; 2; . . . nÞ blocks of power to purchase the energy

which is given by the equations.

DjðqÞ ¼

pdi1 bj0 6 q 6 bj1;

pdi2 bj1 6 q 6 bj2;

pdi3 bj2 6 q 6 bj3;

..

. ..
. . .

. ..
.

pdjlj bjlj�1
6 q 6 bjlj ; j ¼ 1; 2; . . . n

8
>>>>>>>>>><

>>>>>>>>>>:

ð4Þ

where pdj1 denotes offering price of first block for the jth cus-

tomer between the power quantity bj0 and bj1.

The electricity demand curve is downward sloping curve

which can be obtained by summing up of all purchase bids
of customers. The cumulative blocks of power for all cus-
tomers can be written as

DðqÞ ¼

pd1 b0 6 q 6 b1;

pd2 b1 6 q 6 b2;

pd3 b2 6 q 6 b3;

..

. ..
. . .

. ..
.

pdl bl�1 6 q 6 bl

8
>>>>>>><

>>>>>>>:

ð5Þ

where pd1 indicates the bidding price of first block for ‘n’ cus-
tomers between the power quantity b0 and b1.

Using Heaviside’s unit step function, these equations are
expressed as a single equation and are given by the equation.

DðqÞ ¼ pd1 þ ðpd2 � pd1Þub1ðqÞ þ ðpd3 � pd2Þub2ðqÞ þ � � �
þ ðpdl � pdl�1Þubl�1ðqÞ ð6Þ
S. S. Khuntia et al.



Figure 1 Step by step algorithm.
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2.3. Solution methodology

Strategic bidding has been addressed in many research litera-

ture and different solution methods are proposed. From an
organization point of view and according to bidding models
for market participants’ behavior taking into account, electric-

ity market modeling can be classified into three main areas:
Electric Power Bidding... 67
� Optimization models are involved with profit maximization

problem for a single participant in electricity market.
� Equilibrium models represent the market behavior taking
into consideration competition between all participants.

� Simulation models aim to model complexity of electricity
market as collection of rule based agents interacting with
one another dynamically.

Optimization models generally focus on one specific market
participant in system by simplifying rest of the system as a set
of exogenous variables. It is well established by mathematical

foundation and difficult to model complex and dynamic sys-
tem. This model is used to describe the players in electricity
market with the objective of finding optimal solution [29,30].

Equilibrium models represent the overall market behavior tak-
ing into consideration and competition among all participants.
The approach assumes that each player in the market tries to
maximize its profit. Hence performance of market participant

is affected by other participant behaviors. All players are
assumed to be rational which does not generally hold in real-
ity. This model is developed with aim of improving economic

efficiency [31,32]. Simulation models are an alternative to equi-
librium models when the problem under consideration is too
complex to be addressed within a formal equilibrium frame

work. Only few simple rules are followed by various agents
participated in the network and interacting with one another
intelligently and dynamically. It is based on agents that allow

developing models to represent in more realistic way electricity
markets. But actual performance of the system is limited by
mathematical or logical relationship foundation [33,34].

In this research work, conventional method is used to find

the solution of supply and demand equation. Intermediate
value property is used to solve this mathematical model of step
bidding function. The solution for this mathematical function

is found by equating aggregated suppliers function and aggre-
gated customers function. The MCP of the system is obtained
by the intersection of the aggregated supply curve and the

aggregated demand curve.

SðqÞ ¼ DðqÞ ð7Þ
Eq. (7) is nothing but the solution of FðqÞ ¼ 0 where
FðqÞ ¼ SðqÞ �DðqÞ.

The solution of FðqÞ ¼ 0 can be found by using intermedi-
ate value property. The intermediate value theorem was first
proved by Bernard Bolzano [35]. This theorem states that let
‘a’, ‘b’ real numbers with a < b and let ‘f’ be a continuous func-

tion defined on the interval ½a; b� to R such that fðaÞ < 0 and
fðbÞ > 0. Then there is some number ‘c’ between ‘a’ and ‘b’
such that fðcÞ ¼ 0. According to this theorem, it is easy to

see that, if we find two values qr and qr�1 such that
FðqrÞFðqr�1Þ < 0 (i.e. one value is positive and another one is
negative) then there exists a ‘q’ which lies between qr and

qr�1 such that FðqÞ ¼ 0.
The iteration process is used to find value of qr and qr�1

such that FðqrÞFðqr�1Þ < 0. In this connection while finding
the values of FðqÞ for q ¼ 0; 10; 20; 30; . . . at one stage we will

have qr and qr�1 such that FðqrÞFðqr�1Þ < 0. We note the value
of ‘q’ at which the sign of FðqÞ changes. By intermediate value
theorem we can find a ‘q’ in between qr and qr�1 such that

FðqÞ ¼ 0. The corresponding price for this ‘q’ is known as mar-
ket clearing price.
S. S. Khuntia et al.



Figure 2 Matching of aggregated suppliers and customers curve.

Table 1 The effect of load variation.

Load demand MCP (INR/MWh) MCV (MW)

Base load 6200 2570

Increase in load 6400 3000

Decrease in load 6000 2210
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In this paper, MCP for market participants in practical util-
ity system is found by using step bidding function of suppliers

and customers. MCP is set by the intersection of demand and
supply at the market. In case of linear bidding, the exercise of
market power creates an economic dead weight loss. It causes

loss of benefit to society. In step bidding, the exercise of mar-
ket power could not create an economic dead weight loss. This
is the most efficient output because the exercise market power

can be avoided. This paper also employs conventional method
to solve this mathematical model. This proposed solution
methodology gives unique solution. The optimal price and
quantity occur at the intersection of supply curve and demand

curve. This proposed method is an exact and efficient method.

3. Step by step algorithm

The step by step procedure to evaluate market settlement in
double auction electricity market is illustrated in Fig. 1.

4. Results and discussion

Case 1

4.1. Indian Utility-62 bus system

A case study has been carried on Indian Utility 62 bus system

with 19 generators and 29 customers interconnected by 89
transmission lines [36]. The different case studies are analyzed
in this section.

4.1.1. Base load condition

In this case, under the base load condition the Market Clearing
Price is determined. The bidding data are aggregated in
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ascending order of price from the 19 supplier’s offers and
descending order of price from 29 consumer’s bids which is

given in appendix. The supplier curve and customer curve
are obtained and illustrated in Fig. 2. The point of intersection
of two curves gives the market clearing price and correspond-

ing quantity is called as market clearing volume. The market
clearing price and transaction volume are given in Table 1.

4.1.2. The effect of load variation

In this case the load is varied with 20% increase and decrease
from the base case. For these loads, the consolidated offer
curve for suppliers and bid curve for customers are obtained

and given in Fig. 3. By comparing the graphs with those of
base load, it can be observed that the demand curve shifts
upward or downward when the load is increased or decreased

from the base load. The market clearing price and clearing vol-
ume for each case are listed in Table 1. From the table, it can
be clearly seen that when the load is 20% more than the base
case the estimated market clearing price is higher than the base

case and 20% less than the base case the expected market
clearing price is less than the base case. The market clearing
price and market clearing volume for various load conditions

are given in Table 1.

4.1.3. MCP and MCV for various system demands

The volume of system demand at various percentages is given

in Fig. 4. In this case, the transaction of volume and market
clearing price under different market conditions is obtained
which is given in Fig. 5. The scheduling quantity of all 19 gen-

erators obtained by proposed method is shown in Fig. 6. After
determining the market clearing price in base load condition,
the offering price below and equal to MCP of suppliers is mea-

sured. For each offering price, the contributed generators and
their clearing volume of each generator are given in Table 2.

Case 2

4.2. IEEE-118 bus system

This test case consists of 118-bus, 19 generators, 35 syn-
chronous condensers, 177 lines, 9 transformers, and 91 loads.

For this practical utility system, MCP is determined by assum-
ing linear bid and as well as step bid function under base load
conditions. Economic welfare between linear bid and step bid
S. S. Khuntia et al.



Figure 3 Matching of aggregated suppliers and customers curve in different load conditions.

Figure 5 MCP and MCV for different system demands.

Figure 4 The volume of system demand.
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Figure 6 Clearing volume of each generator.

Figure 7 Linear bid curve.

Table 2 Clearing volume of competitive generator.

Bid price (INR/MWh) Contributed generators Clearing volume of generators (MW) Total volume (MW)

4000 G1 G3 G9 G14 G18 – – – 50 50 75 50 25 – – – 250

4200 G2 G6 G10 G16 – – – – 50 60 100 30 – – – – 240

4500 G1 G3 G10 G14 G17 G18 – – 50 50 75 50 35 30 – – 290

5000 G2 G4 G9 G10 G16 G19 – – 50 60 50 50 30 95 – – 335

5300 G3 G6 G7 G11 G17 G18 G19 – 50 50 50 95 45 25 30 – 345

5500 G3 G4 G7 G9 G10 G12 G15 G19 100 50 25 50 50 80 25 20 400

5700 G3 G5 G8 G10 G13 – – – 80 60 75 35 100 – – – 350

6200 G3 G5 G7 G9 G10 G16 G19 – 150 40 25 55 25 30 35 – 360

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
is also analyzed. We assume that each generator specifies an
offer function is equal to its marginal cost. For base load con-

dition, suppliers offer function and customers bid function are
aggregated and illustrated. Figs. 7 and 8 show matching of
aggregated suppliers and customers curve for linear bid and

step bid function. Under base load conditions, MCP is found
as 8100 INR/MWh.
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An individual supplier can exercise market power and
manipulate the market price via strategic bidding behavior.

Each market participant will maximize their profit at a point
where marginal revenue (MR) equals to marginal cost (MC).
Since demand curve is downward sloping, profit maximization

level of output (MR) lies below the demand curve. Because of
this market produces less than socially output amount. It
S. S. Khuntia et al.



Figure 8 Step bid curve.

Figure 9 Dead weight loss.

Table 3 Bidding block and simulation result of optimization based method [7].

Ref. [7]

GENCOs Max. available capacity (MW) Bidding block MCP Dispatched amount (MW) Benefit

I II III $/MWh $

GENCO X 600 200 200 200 49.99 400 8698

R1 600 200 200 200

R2 600 200 200 200

R3 600 200 200 200

R4 600 200 200 200

Rival bidding block 800 800 800

Bidding price 10$ 30$ 50$
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causes dead weight loss. There is a loss in economic surplus
within the market. Dead weight loss is the lined triangle shown

in Fig. 9. In case of step bidding, the profit maximization out-
put line (MR) is the same as the demand curve. Marginal rev-
enue curve is the first order derivative of total revenue curve.

Marginal revenue of step bidding function is the same as the
total revenue function (i.e.) demand function. So marginal rev-
Electric Power Bidding... 71
enue curve lies on the demand curve, that is marginal revenue
curve will be the same as the actual quantity demand curve

illustrated in Fig. 8. Hence there is no dead weight loss on step
bidding.

Case 3

In this case, we compare the results of dispatched power of
GENCOs and their surplus amount. Both participants (suppli-
S. S. Khuntia et al.



Table 4 Bidding block and simulation result of proposed method.

Proposed method

GENCOs Max. available capacity

(MW)

Bidding block Bidding price MCP Dispatched

amount (MW)

Benefit

I II III IV V VI I II III IV V VI $/

MWh

$

G1 600 100 100 100 100 100 100 10 20 35 52 58 65 300 8500

G2 600 100 150 150 100 100 – 15 20 30 45 54 – 500 9000

G3 600 200 200 200 – – – 20 35 55 – – – 50 400 9000

G4 600 150 150 100 100 100 – 15 30 40 55 60 – 400 9250

G5 600 100 150 150 200 – – 10 30 50 60 - - 400 9500
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ers and customers) are considered in our proposed method.
The registered capacities of all five GENCOs are same as those

of Ref. [7] (i.e.) 600 MW each. Each participant can bid at
more than one block with different prices for each period in
power market. The solution of the system is obtained by inter-

mediate value property. The MCP of the system obtained
using proposed method is same for all GENCOs (i.e.) 50 $.
Table 4 gives the simulation results obtained by proposed

method against those given in optimization based method
[7]. Table 3 shows the values of dispatched power and benefit
of GENCO X. The dispatched output for all GENCOs and
their benefit are given in Table 4. It is seen that the dispatched

level for each participant in each period is based on the bidding
prices and load forecast. Profits of generation companies
depend on their bidding strategies. This trading mechanism

maximizes the total value of the transactions between the par-
ticipants by making each customer maximize its savings and
each supplier maximize its gains.
5. Conclusion

In competitive electricity market, power suppliers and cus-

tomers are required to bid stepwise bidding protocol function.
For that a new mathematical model is proposed in this paper
to build bidding strategies for power suppliers and customers

in a day ahead electricity market. The solution methodology
for the proposed mathematical model is also discussed. This
methodology has been tested on Indian Utility-62 bus system
and IEEE-118 bus system. The case studies are analyzed for

different load conditions.
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Abstract In this research, analytical and numerical solutions are studied of a two–dimensional dis-
crete electrical lattice, which is mathematically represented by the modified Zakharov–Kuznetsov 
equation. Moreover, the stability property of the obtained analytical solutions is investigated based 
on the Hamiltonian system, and then it is used to evaluate the initial and boundary conditions that 
are used in the numerical investigation. Many kinds of analytical solutions are obtained, such as 
complex, exponential, hyperbolic, and trigonometric function solutions. The functioning of both 
schemes of both techniques is tested and investigated.
1. Introduction

Partial differential equations have considered as a fundamental

in many applications. This kind of equations has used to for-
mulate many of natural, engineering, mechanical, and physical
phenomena. That happens because it contains beforehand
unknown multi-variable functions and its derivatives. During

the last decade, many phenomena have been formulated in
partial differential equations. Studying and investigation the
solitary wave of these models are considered as one of the basic

interesting of many researchers. Solitary wave is that kind of
waves which propagates without any chronological evolution
in shape or size. These properties and abilities of the nonlinear
al.
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partial differential equations are used to describe the natural
phenomena. According to these properties, many mathemati-
cians developed some methods and still trying to find new

general methods to get exact and solitary traveling wave solu-
tions of these models. For more details about these methods,
you see [25–27,2,3,41,21,31,42,19,17,18,46,39,32,7,6,28,29,

36–38,16,50].
In this paper, a discrete nonlinear transmission line equa-

tion [14,20,30,48,40] is investigated by the modified Khater

(mK) method [45,5,34,23,24,1], the Hamiltonian system
[9,8,33,11,43], and B–spline scheme [12,51,22,10,4]. This equa-
tion is also known by the modified Zakharov–Kuznetsov
(mZK) equation that helps in understanding the mechanism

of various phenomena [52,15,35,13,44]. For example; the elec-
trical transmission lines which is considered as a good example
of systems for the investigation of the nonlinear excitations

behave inside nonlinear media as shown in Fig. 1.
The nonlinear electrical transmission line is constructed

based on periodically loading with var–actors or, alternatively,

by arranging inductors and var–actors in a one–dimensional
lattice. The nonlinear network with some couple nonlinear
LC with dispersive transmission line is consisted in this model.

There are many identical dispersive lines which are coupled by
means of capacitance Cs at each node, as represented in Fig. 1
where a conductor L and a nonlinear capacitor of capacitance
Cðvn;mÞ are consist in each line in the shunt branch. The math-

ematical model which describes the discrete nonlinear trans-
mission is given by mZK equation that is formulated by

Duan when he applied the Kirchhoff law on the model, is
given by

@2Qn;m

@T
¼ 1

L
Vnþ1;m � 2Vn;m þ Vn�1;mð Þ

þ Cs

@2

@T 2
Vn;mþ1 � 2Vn;m þ Vn;m�1ð Þ; ð1Þ

where Vn;m ¼ Vn;mðT Þ is the voltage so that the nonlinear

charge is derived in the following form

Qn;m ¼ C0 Vn;m þ b1

2
V2

n;m þ b2

3
V3

n;m

� �
; ð2Þ

where b1; b2 are arbitrary constants. Substituting Eq. (2) into
Eq. (1), yields
Fig. 1 Linear representation of the nonlinear electrical trans-

mission line.
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C0
@2

@T
Vn;mþ b1

2
V2

n;mþ b2
3
V3

n;m

� �
¼ 1

L
Vnþ1;m�2Vn;mþVn�1;mð Þ

þCs
@2

@T 2 Vn;mþ1�2Vn;mþVn;m�1ð Þ:
ð3Þ

Replacing Vn;mðTÞ ¼ Vðn;m;T Þ, leads to

C0

@2

@T 2
V þ b1

2
V2 þ b2

3
V3

� �

¼ 1

L

@2

@ n2
V þ 1

12

@2V

@ n2

� �
þ Cs

@4

@T 2 @m2
V þ 1

12

@2V

@m2

� �
: ð4Þ

Based on the reductive perturbation technique Eq. (4), is
reduced to the following mZK equation

Kt þ lKKx þmK2Kx þ dKx x x þ qKx y y ¼ 0; ð5Þ
where y ¼ ffiffiffi

v
p

m; x ¼ ffiffiffi
v

p ðn� vsT Þ; t ¼ ffiffiffi
v

p
T ;

�
Vðn;m;T Þ ¼

vKðx; y; tÞ; v2s ¼ 1
LC0

; l ¼ �b1 vs; m ¼ �b2 vs; d ¼ 1
24 bb1 L vs

; q ¼
b1

288L2 vs C
2
0

� since x; y; t are independent transformation variables.

Applying the following wave transformation K ¼ Kðx; y; tÞ ¼
Kð�hÞ; �h ¼ h1 x þ h2 y þ h3 t and integrate the obtained ODE
once with zero constant of integration, give

6h3Kþ 3 l h1K
2 þ 2mh1K

3 þ 6h1 dh21 þ qh22
� 	

K00 ¼ 0: ð6Þ

Balancing the highest order derivative term and nonlinear
terms, yields n ¼ 1.

The remaining of this paper is organized as follows: In Sec-
tion 2, the mK method is used to obtain computational solu-
tions of the mZK equation then the stability property of

these solutions is tested. Moreover, the stable solution is used
to find the initial and boundary conditions that allow applying
the B–spline schemes to the same model to investigate the
accuracy of obtained solutions. In Section 3, the comparison

between our obtained solutions and that obtained in different
research papers is represented. In Section 4, the conclusion is
given.

2. Application

Here we apply the mK method to the mZK equation to estab-

lish the explicit wave solutions of both of models then test the
stability property of these solutions. Moreover, we use these
solutions in the investigation of numerical solution of the same

models.

2.1. Explicit solutions of the mZK equation

According to the homogeneous balance value and the sug-
gested general solution in the modified Khater method, the

general solutions of Eq. (6) is in the following formula:

Kð�hÞ ¼
XN
i¼1

aiM
iWð�hÞ þ

XN
i¼1

biM
�iWð�hÞ þ a0

¼ a1M
Wð�hÞ þ a0 þ b1M

�Wð�hÞ; ð7Þ
where a0; a1; b1; M are arbitrary constants. Additionally Wð�hÞ
is the solution function of the next auxiliary equation
S. Mohanty et al.
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f0ð�hÞ ¼ 1

ln ðMÞ vþ #M�Wð�hÞ þ qMWð�hÞ� 	
; ð8Þ

where #; v; q are arbitrary constants to be determine later.
Replacing Eq. (7) along (8) into Eq. (6) and gathering all terms

with the same power of MiWð�hÞ; i ¼ �3; �2; . . . ; 2; 3
� 


, lead to

system of algebraic equations. Solving this system, yields

Family I

a0 ! � l

m
; a1 ! � lq

mv
; b1 ! � l#

mv
; h2 !

�

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh21mv2 � l2

q
ffiffiffi
6

p ffiffiffiffi
m

p ffiffiffi
q

p
v

; h3 ! h1l
2v2 � 4h1l

2q#
6mv2

where l– 0; q – 0; # – 0; q > 0;m > 0; 6dh21mv2 < l2
� 	


Thus, the explicit wave solutions of Eq. (5) are given by When

v2 � 4q# < 0&q– 0½ �

K1ðx;y;tÞ¼�
l v2�4q#ð Þsec2

ffiffiffiffiffiffiffiffiffiffiffi
4q#�v2

p
h1 l2 t v2�4q#ð Þþ6mv2xð Þ�

ffiffi
6

p ffiffi
m

p
vy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh2

1
mv2�l2

p ffiffi
q

p
� �

12mv2

0
@

1
A

2mv v�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4q#�v2

p
tan

ffiffiffiffiffiffiffiffiffiffiffi
4q#�v2

p
h1 l2 t v2�4q#ð Þþ6mv2xð Þ�

ffiffi
6

p ffiffi
m

p
vy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh2

1
mv2�l2

p ffiffi
q

p
� �

12mv2

0
@

1
A

0
@

1
A
;

ð9Þ

K2ðx;y;tÞ¼�
l v2�4q#ð Þcsc2

ffiffiffiffiffiffiffiffiffiffiffi
4q#�v2

p
h1 l2 t v2�4q#ð Þþ6mv2xð Þ�

ffiffi
6

p ffiffi
m

p
vy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh2

1
mv2�l2

p ffiffi
q

p
� �

12mv2

0
@

1
A

2mv v�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4q#�v2

p
cot

ffiffiffiffiffiffiffiffiffiffiffi
4q#�v2

p
h1 l2 t v2�4q#ð Þþ6mv2xð Þ�

ffiffi
6

p ffiffi
m

p
vy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh2

1
mv2�l2

p ffiffi
q

p
� �

12mv2

0
@

1
A

0
@

1
A
:

ð10Þ

When v2 � 4q# > 0&q – 0½ �

K3ðx;y;tÞ¼�
l v2�4q#ð Þsech2

ffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p
h1 l2 t v2�4q#ð Þþ6mv2xð Þ�

ffiffi
6

p ffiffi
m

p
vy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh2

1
mv2�l2

p ffiffi
q

p
� �

12mv2

0
@

1
A

2mv
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p
tanh

ffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p
h1 l2 t v2�4q#ð Þþ6mv2xð Þ�

ffiffi
6

p ffiffi
m

p
vy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh2

1
mv2�l2

p ffiffi
q

p
� �

12mv2

0
@

1
Aþv

0
@

1
A
;

ð11Þ

K4ðx;y;tÞ¼
l v2�4q#ð Þcsch2

ffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p
h1 l2 t v2�4q#ð Þþ6mv2xð Þ�

ffiffi
6

p ffiffi
m

p
vy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh2

1
mv2�l2

p ffiffi
q

p
� �

12mv2

0
@

1
A

2mv
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p
coth

ffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p
h1 l2 t v2�4q#ð Þþ6mv2xð Þ�

ffiffi
6

p ffiffi
m

p
vy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh2

1
mv2�l2

p ffiffi
q

p
� �

12mv2

0
@

1
Aþv

0
@

1
A
:

ð12Þ

When v ¼ #
2
¼ j&q ¼ 0

� 


K5ðx;y;tÞ¼ l

m
� 2

exp h1
jl2t
6m

þjx
� �

� y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh21j

2m�l2
p ffiffi

6
p ffiffiffi

m
p ffiffi

q
p

� �
�2

�1

0
BB@

1
CCA:

ð13Þ
When v ¼ q ¼ j&# ¼ 0½ �

K6ðx; y; tÞ ¼ l

m exp h1
jl2t
6m

þ jx
� �

� y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh21j

2m�l2
p ffiffi

6
p ffiffiffi

m
p ffiffi

q
p

� �
� 1

� � :

ð14Þ
When # ¼ 0&v – 0&q – 0½ �
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K7ðx; y; tÞ ¼ � 2l

m 2� q exp h1
l2tv
6m

þ vx
� �

� y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh21mv2�l2

p ffiffi
6

p ffiffiffi
m

p ffiffi
q

p

� �� � :

ð15Þ
When q ¼ 0&v – 0&# – 0½ �

K8ðx;y;tÞ¼ l

m

#

#�vexp h1
l2tv
6m

þvx
� �

� y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�6dh21mv2�l2

p ffiffi
6

p ffiffiffi
m

p ffiffi
q

p

� ��1

0
BB@

1
CCA:

ð16Þ
Family II

a0 ! �
lvffiffiffiffiffiffiffiffiffiffiffi

v2�4q#
p þ l

2m
; a1 ! � lq

m
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 � 4q#

p ; b1 ! 0;

2
4

h2 !
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6dh21m v2 � 4q#ð Þ þ l2

q
ffiffiffi
6

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mq 4q#� v2ð Þp ; h3 ! h1l

2

6m

where mq < 0; v2 � 4q# > 0; 6dh21m v2 � 4q#
� 	þ l2 > 0;

�
l– 0; q – 0; m– 0; h1 – 0Þ�

Thus, the solitary wave solutions of Eq. (5) are given by

When v2 � 4q# > 0&q – 0½ �

K9ðx;y;tÞ¼ l
2m

tanh 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6dh21m v2�4q#ð Þþl2

p ffiffi
6

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mq 4q#�v2ð Þ

p þh1
l2 t
6m
þx

� �� �� ��

þ 2vffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p þ1

�
;

ð17Þ

K10ðx;y;tÞ¼ l
2m

coth 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6dh21m v2�4q#ð Þþl2

p ffiffi
6

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mq 4q#�v2ð Þ

p þh1
l2 t
6m
þx

� �� �� ��

þ 2vffiffiffiffiffiffiffiffiffiffiffi
v2�4q#

p þ1

�
:

ð18Þ

When q# < 0&# – 0&q – 0&v ¼ 0½ �

K11ðx; y; tÞ ¼ l

2m
tanh

ffiffiffiffiffiffiffiffiffiffiffiffiffi
qð�#Þ

p y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 � 24dh21mq#

q
2

ffiffiffi
6

p ffiffiffiffiffiffiffiffiffiffiffiffi
mqq#

p þ h1
l2t

6m
þ x

� �0
@

1
A

0
@

1
Aþ 1

0
@

1
A;

ð19Þ

K12ðx;y; tÞ ¼ l

2m
coth

ffiffiffiffiffiffiffiffiffiffiffiffiffi
qð�#Þ

p y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 � 24dh21mq#

q
2

ffiffiffi
6

p ffiffiffiffiffiffiffiffiffiffiffiffi
mqq#

p þ h1
l2t

6m
þx

� �0
@

1
A

0
@

1
Aþ 1

0
@

1
A:

ð20Þ
When v ¼ 0&# ¼ �q½ �

K13ðx; y; tÞ ¼ 1

2m

l# coth 1
6
#

ffiffi
3
2

p
y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
24dh21m#2þl2

p ffiffiffiffiffiffiffiffiffiffi
�mq#2

p þ h1
l2 t
m
þ 6x

� �� �� �
ffiffiffiffiffi
#2

p þ l

0
BB@

1
CCA: ð21Þ

When v ¼ q ¼ j&# ¼ 0½ �

K14ðx;y; tÞ ¼ l

2
ffiffiffiffiffi
j2

p
m

j coth
1

12
j

ffiffiffi
6

p
y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6dh21j

2mþ l2
q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j2ð�mÞqp þh1

l2t

m
þ6x

� �0
@

1
A

0
@

1
Aþ2

0
@

1
Aþ

ffiffiffiffiffi
j2

p
0
@

1
A:

ð22Þ
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2.2. Stability property

This section studies the stability property of the obtained solu-
tions by using the properties of the Hamiltonian system. The
momentum ! in the Hamiltonian system is given by

! ¼ 1

2

Z 1

�1
K2ð�hÞd�h; ð23Þ

where Kð�hÞ is the solution of the model and the necessary con-

dition for stability is formulated in the next form

@K

@h3
> 0; ð24Þ

where h3 is the wave velocity. Thus, the studying of the
stability property of the mZK equation by using Eq. (19)
when d ¼ �1; h1 ¼ 2; l ¼ 6; m½ ¼ 3; q ¼ 1; q ¼ 4; v ¼ 0; y ¼ 0;
# ¼ �4�:

! ¼ log e40�10h3 þ e10h3ð Þ � log e�10h3 þ e10 h3þ4ð Þ� 	
8h3

þ 100
- 10 - 5

0.001

0.002

0.003

0.004

0.005

0.006

0.007
K 3

Fig. 2 Solitary wave of (11) in three, two-dimensional, and contou

Table 1 Absolute value of error by using B–spline schemes.

Value of �h Cubic Quintic Septic

0 0 0 0

0.1 0.00122084 5:2426� 10�6 1:2709� 10�7

0.2 0.00201838 9:46474� 10�6 1:63978� 10�7

0.3 0.00222625 7:63285� 10�6 4:31598� 10�8

0.4 0.00196322 4:12028� 10�6 1:41841� 10�8

0.5 0.00147327 1:18457� 10�6 2:83815� 10�8

0.6 0.000965422 3:25168� 10�7 1:5585� 10�8

0.7 0.000552262 7:52359� 10�7 5:23207� 10�9

0.8 0.000264813 6:26445� 10�7 7:07674� 10�10

0.9 8.99409E�05 2:62173� 10�7 1:122� 10�9

1 0 2:22045� 10�16 2:22045� 10�16
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and thus

@!
@�

jh3¼4 ¼ 0:312500000 > 0:

Consequently, this solution is stable.

2.3. Numerical Simulations

This section studies the numerical solution of themZK equation
according to B–spline schemes and based on the obtained stable
analytical solution (19). Applying the B–spline schemes to Eq.

(6), allows obtaining the next values of absolute value of error.

3. Results and discussion

This section studies the novelty of our presented paper by
making a comparison between our solutions and that obtained
in previous research paper:

1. The analytical solutions:
� In [49], E. Tala-Tebue, Z.I. Djoufacka, S.B. Yamgouéb,

A. Kenfack–Jiotsac, T.C. Kofanéd applied the Jacobi

elliptical function method to the mZK equation and
by analysis our solutions and those solutions, we find
Eq. (19) and Eq. (23) in [49] are equal when

B ¼ mA;
ffiffiffiffiffiffiffiffiffiffi�q#

p ¼ 1
� 


and all our other solutions are

different from that obtained in this paper.

� In [47], A. Sardar, S. M. Husnine, S. T. R. Rizvi, M.

Younis, and K. Ali used the G0
G

� 	
–expansion method,

Tanh method, and Sine–cosine method. Investigating

their and our solution, we find Eq. (19) is equal to

(18) when �2q# ¼ k2 � 4l;
�

A ¼ �1
3 km � k; B ¼ 24m2

ðr21M þ r22NÞ ðk2 � 4lÞ� and Eq. (19) is equal to

Eq. (36) when B ¼ 6 a0
12 c1þr1 ð1þ3mÞ ; q# ¼ �1

h i
.

2. Numerical solutions:

� according to the shown Table 1 and Fig. 5, the septic B–
spline scheme obtain the most accurate value of nume-
rical solutions of the mZK equation.
5 10
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r plots when h1 ¼ 2; l ¼ �1; m ¼ 3; q ¼ 6; X ¼ 5; y ¼ 0; # ¼ 1½ �.
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4. Conclusion

This paper succeeded in the implementation of the mK method
on the mZK equation to show more physical properties of the

transportation of the energy in nonlinear electrical transmis-
sion lines. Moreover, the stability property of the obtained
On New Computational and Numerical... 78
solutions was discussed and explained by using the momentum
! in the Hamiltonian system. Some sketches were plotted to
illustrate the more physical properties of these models (Figs. 2–

4). The performance of the used method shows the effective
and power of this method and its ability to apply other nonlin-
ear evolutions equations.
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Proposal of Block Bidding for Large-Scale Wind Power Energy 

Abstract: It is necessary for power systems to provide flexible power to balance the fluctuation and 

intermittency of wind power. For the large-scale and central-integrated wind generation (such as that in 

China), the required flexible power may be very significant and expensive. In market environment, it is 

important to design a proper market mechanism and price signal which can promote conventional power 

and load demand to integrate wind power and gain corresponding profit. Firstly, the paper analyzes the 

current economy and dispatch policy for wind power in China. Then, a Block Bidding mode for wind 

power is presented. Unlike Timely Bidding mode that power is auctioned hourly by hourly, for Block 

Bidding the wind power energy is divided into different energy block. And these blocks are auctioned by 

conventional power resources and load demands. The Block Bidding mode has some advantages: 1) 

subdivides wind power by energy quality, and then the value of different parts can be revealed; 2) provides 

incentive for conventional power resource and load demand to integrate wind power; 3) is convenient for 

trading and dispatching wind power. Finally, a simple numerical case is given to illustrate the validity of 

Block Bidding mode. 



1. INTRODUCTION

Renewable energy has received more and more attention with 

the increasing consumption of fossil fuel resources and the 

strength of public's environment consciousness. Wind power, 

as a kind of renewable clean energy that can be large-scale 

developed and utilized, has been developing rapidly 

worldwide in recent years. However, because of the 

fluctuation and intermittency of wind power, it is necessary 

to provide flexible power to balance its fluctuation and 

intermittency in power system operation. From the 

perspective of economy, when integrating wind power, other 

conventional resources (such as coal-thermal, gas, oil 

generation) should be paid because valuable contribution has 

been given by them to compensate the fluctuation of wind 

power. The more wind power is integrated, the more flexible 

capacity and compensatory cost are required. 

The compensatory cost of wind power has been concerned by 

many studies. Based on the large amount of real data in UK 

market, the influence of wind power “balancing cost” in 

power systems is analyzed by Swinand and Godel (2012), 

results show that the balancing cost is increasing with the 

increasing capacity of wind power integration. Hannele et al. 

(2011) presents the opinion that high penetration of wind 

power would bring considerable integrating costs, including 

cost of operation balance and cost of grid strengthen. 

Andrianesis and Liberopoulos (2012) studies the “hidden 

cost” from the perspective of optimal dispatch, but it only 

gives a preliminary result with a simple numerical example 

without systematic analyses. Milligan et al. (2011) and 

Milligan and Kirby (2009) analyzes the problem of 

“integrating cost” of wind power systematically and 

discusses some problems in current research. Mills et al. 

(2009) focus on the “extra cost” of wind power integration in 

the sense of transmission cost. And Mount et al. (2011) 

analyzes the hidden cost in term of power market, but the 

electricity price is ignored. Makarov et al (2009) evaluates 

the impacts of wind power on the balance of power grid. 

Ummels (2006) presents the influence of integration of wind 

power on the Dutch power system. Holttinen (2005) 

concludes that the reserve demands would greatly increase 

with the increase of wind power penetration. 

As a large-scale and rapid developed wind power country, 

China has constructed 75.3 GW wind power in 2012, which 

is shown in Fig.1. In the future ten years, the wind power of 

China will be continually increased in 3-5 times. Therefore, 

the required flexible power to balance wind power fluctuation 

may be significant. Especially for China power system that 

has few flexible powers (over 70% coal-fired powers), the 

required flexible power may be very expensive. Even 

currently, in some regions of China, the balance has become 

very difficult, which results expensive compensatory cost. 

For example, in Inner Mongolia, North China, North-east 

China, all of the coal-thermal generators should usually 

operate in their minimum output level. 

As renewable energy, wind power should be sufficiently 

utilized. Many countries have made economy policies to 

encourage wind power development. For instance, in China 1) 

wind power should be fully dispatched in priority; 2) wind 

power is paid for high price that is the same as that for 

thermal power (Besides these policies, wind power can also 

get investment allowance and the profit of international 

carbon emissions). However, these policies do not give 
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effectively incentive to conventional power, and then bring 

some problems (as shown in Table 1). 

Fig.1. The installed capacity of wind power in China 

Table 1. The problems of the wind power 

participants facing 

The key reason of above problems is that these policies do 

not deeply consider the following characters of wind power: 

1) In power system dispatch, wind power is not an individual

resource, it requires other resources’ help to balance its

fluctuation and intermittency; 2) The quality of wind power

is different from that of other controllable generation

resource. And in the sense of market, market price should be

different according to the different products’ quality.

In order to overcome above problems, a novel bidding mode 

of wind power, or Block Bidding mode, will be proposed in 

this paper. Firstly, the paper analyzes the quality of large-

scale wind power. Then the block bidding mode is presented. 

Furthermore, a simple numerical example is provided to 

illustrate the validity of block bidding mode. Finally some 

discussions of block bidding are given. 

2. THE COMPENSATORY COST AND VALUE OF WIND

POWER IN A BLOCK VIEW 

It is well-known that if wind power is dispatch in power 

system, its fluctuation and intermittency should be balanced 

by other generation resource to guarantee load balance and 

frequency stability of power systems. Therefore, extra cost 

(called compensatory cost in this paper) would arise to 

balance wind power fluctuation and intermittency. From the 

viewpoint of power systems or market, the total cost of 

integrating wind power includes not only its generation cost 

but also the compensatory cost:  

w w wIC GC CC   (1) 

where, 
wIC is the integration cost of wind power, 

wGC  is the 

generating cost of wind power, 
wCC is the compensatory cost 

of wind power. 

Generally, without fuel cost, the generating cost of wind 

power is very low. While, the compensatory cost may be high 

or low, which is determined by many factors, including the 

resource structure of system, penetration of wind power, 

flexible adjustment capacity of conventional power, etc. How 

to evaluate the compensatory cost is an interesting and 

challenging problem. Some calculation methods have been 

given to analyze this cost (Augustine et al 2012; Meibom et 

al. 2009). Here, the key idea is to find a proxy wind power 

generation and compare the differences.  

(1) Although the compensatory cost can be calculated, this

cost cannot be easily and correctly applied in timely

power market that is the most popular market mechanism

around the world and power is auctioned hourly by

hourly because of the following reasons:

(2) The compensatory cost is relevant with unit commitment

and ramp rate cost of other conventional generators. In

other words, it is an optimization in a continuous time

horizon with coupled and multiple time-interval

constraints. And hourly by hourly bidding mode is

unsuitable for the compensatory cost analysis.

In hourly by hourly bidding mode, the wind power of each 

hour is deemed as fluctuation power and requires to be 

balanced. This mode may underestimate wind power quality. 

In fact, some parts of wind energy quality are very good, 

especially for large-scale and centralized integrated wind 

power.  

For example, Fig.2 gives an actual daily wind power output 

of Yumen area in northwest China. Large amount of wind 

generators form a complementary character in time and space 

intervals. The intermittency and fluctuation of total wind 

power output decrease. It can be found that at the bottom of 

output curves there is a continual and stable wind power 

output, and this output can be controllable dispatched without 

other generator’s balance and compensatory cost.  

Based on above analysis, we divide daily wind power into 3 

horizontal blocks according to its continuity and stability, 

which is shown in Fig.2. 

Fig.2. Typical daily wind power output of Yumen 

Market 

Participants 
Problems 

Conventional 

power 

should modify unit commitment and power 

schedule to balance the fluctuation and 

intermittency of wind power, but without any 

reward. 

Wind power 
without price and product option rights, either 

be accepted or to be abandoned. 

Load demand 
would prefer stable controllable hydro or 

thermal power with the same market price. 
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The different block in Fig.2 has different wind power 

compensatory cost, as well as the quality or values: 

 For Block A, the power quality is sustained and

stable that does not need other conventional power

to balance. Therefore, Block A is the energy that 

with the highest value and requires no 

compensatory cost. Here, it should be mentioned 

that the energy of Block A usually occupies about 

50% of the total daily energy.  

 For Block B, the power has a little fluctuation and is

easy to be balanced. So the Block B is the energy

with the higher value and requires a little 

compensatory cost. 

 For Block C, the wind power fluctuates violently.

So the Block C is the energy with the lowest value

and requires large compensatory cost (even cannot

be fully balanced in power system operation).

To a summary, when wind power is dispatched in power 

system, it needs other generation resources to balance its 

fluctuation and intermittency. In block view, not all wind 

power energy is fluctuation and intermittency, different block 

has different quality and value. 

3. BLOCK BIDDING OF WIND POWER

Nowadays, timely bidding is the most popular market 

mechanism around the world. Timely Bidding divides the 

daily load into time intervals by hour or half hour. The power 

is auctioned by every time interval with a uniform market 

clearing price for each time interval. This bidding mode 

stimulates the development of power enterprises and 

improves the efficiency of power industry. However, Timely 

Bidding cannot distinguish quality and value for different 

component of wind power energy. And in current market, 

conventional power has not gained any distinct payment for 

balancing wind power (except conventional auxiliary reserve). 

Unlike Timely Bidding that power is auctioned hourly by 

hourly, Block Bidding is a new mode that divides load 

demand into some load blocks according to continual hours, 

and the auction is carried out in the load blocks (Wang et al. 

2002). Base on the idea of Block Bidding, a new Block 

Bidding mode for wind power is proposed in this paper. 

In the proposed mode, wind power is divided into some 

horizontal blocks. And each block can submit different price 

and takes part in market auction. In economic theory, the 

wind power is authorized for option right of product 

subdivision with different price. At the same time, wind 

power should submit stable power output. Therefore, wind 

power should take compensatory cost into it bidding price.  

For example, the specific steps and rules of bidding are 

described in Fig.3. 

Firstly, the forecasting wind power curve is divided into 

some blocks, such as 3 blocks, indexed by 1l , 2l  and 3l in Fig.

3. 

Secondly, each block can bid separately. For each block, the 

bidding power output should be stable, such as a simple 

horizontal output curve in Fig.3. And the output of each 

block is denoted as 
1pl , 

2pl , 
3pl respectively.

1 1=pl P  (2) 

2 2 1=P -Ppl   (3) 

3 3 2=P -Ppl       (4) 

If the bid wins the auction, the stable power output should be 

provided. Therefore, wind farm should consider offer price 

high enough to pay for other conventional generator to 

balance the fluctuations of wind power.  

In detail, the compensatory cost of each block is denoted as 

1wCC ,
2wCC , 

3wCC , respectively. And according to the 

fluctuation of each block, we can obtain: 

1
=0wCC (5) 

1 2 3w w wCC CC CC  (6) 

Equation (5) means that for the block 
1l , the wind power

output is stable, and then it is unnecessary for other generator 

to balance fluctuation. So the compensatory cost is zero. 

Equation (6) means that with the increase of block index, the 

wind power energy decreases, and the required balance 

power increases more and more. So the compensatory cost 

increases.  

Substitute (5) and (6) into (1): 

1 2 3
 w w wIC IC IC (7) 

Where
1wIC ,

2wIC , 
3

I wC is the offer price for each block, 

respectively. 

Equation (7) indicates that in Block Bidding mode, the wind 

power would submit an incremental price for the blocks. The 

more necessary compensatory cost is required; the more 

expensive energy is sold.  

Finally, based on the wind power block bids, the whole 

market can be auctioned as usual. The system marginal price 

is set as clearing price, and the wined wind power block can 

gain excess profit. 

In addition, to make incentive for balancing wind fluctuation, 

the excess profit is designed to be distributed among wind 

power and conventional power that provides balance. There 

may be many distribution methods, and a method based on 

cost-ratio is provided in this paper (shown in Fig. 4). 

We may suppose the wind power’s trading quantity of three 

blocks are 1Q , 2Q , 3Q , respectively and then the market

clearing price is  . 

For block 1l , as the wind power is steady and continuous, its

compensatory cost is zero. The total excess profit belongs to 

wind power.  
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Fig. 3. Blocks bidding for wind power 

For block 
2l , the distribution ratio

2 between conventional

power and wind power is: 

2 1 2 2 1

2

1 2 1

( )w w w w

w w

IC IC Q IC IC

IC Q IC


 
              (8) 

For block 
3l , the distribution ratio

3 between conventional

power and wind power is 

3 1 3 3 1

3

1 3 1

( )w w w w

w w

IC IC Q IC IC

IC Q IC


 
            (9) 

So the payment for wind power is: 

1 2 3

2 3

1 1

1 1
wP Q Q Q  

 
  

 
  (10) 

And the payment for conventional power which balances the 

fluctuation and intermittency of wind power is:  

32

2 3

2 31 1
cP Q Q


 

 
 

 
  (11) 

Fig. 4. The diagram of profit distribution for wind power 

block bidding mode 

4. CASE STUDY

Here, a power system is chosen as an example to demonstrate 

the validity of the proposed block bidding mode. The system 

consists of the following components: one wind farm with 

200MW capacity, two 50MW thermal power plants, and a 

load of 150MW. Firstly, the following assumptions are 

supposed: 

(1) Wind power should be dispatched firstly as it is the clean

energy. As shown in Fig. 5, when quoting, wind power is

in the means of block mode and considers the

compensatory cost. Here, the compensatory cost is

determined according to the proportion of compensatory

cost and generating cost.

(2) Conventional power (thermal power) is only used to

complement the fluctuation of wind power, and does not

directly participate in the bidding. Then, only three types

of energy participate in the bidding: the high quality

wind power, the wind power with a little compensatory

cost and the wind power with massive compensatory cost.

(3) The daily output of wind power is divided into 24 time

intervals and cleared by hourly and hourly. The power is

auctioned by every time interval with a uniform market

clearing price. The transaction price is determined by the

marginal cost of the whole power systems.

(4) For the sake of simplification, the offer curve of wind

power is supposed to be a straight line, as shown in Fig.

5.

As the generation cost of wind power is quite low, the major 

factor of integration cost is the compensatory cost. Then, the 

generation cost of different blocks can be supposed as the 

same. In period t , the marginal generating cost of wind 

power  can be supposed as 10$/MWh. From Fig. 5, it can be 

seen that the market clearing price is 70$/MWh and the 

earning ratio of conventional power and wind power is 

2 2 1 1

(70 10) 70 / 2
( ) / 3

10 70

O E E

B B B

pl dp pl dp pl dp
 

   
   . 

So, in period t , the earning of wind power is 

1
70 80 70 70 6825

3 1
wP      



and the earning of conventional power which balances the 

fluctuation and intermittency of wind power is  

3
70 70 3675

3 1
cP    


. 
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$ per MWh

Trading point

80 150
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100

A B

C
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Generating Cost

Compensatory Cost

Market clearing 

price

Fig. 5.  The diagram of wind power clearing in period t

For the different load in the period t , the earnings of wind 

power and the conventional power are shown in Table 2. 

From the table, it can be seen that:  

(1) When the volume of integrated wind power is less, the

market clearing price is cheap because of the low

generating cost of wind power. With the increase of the

volume of integrated wind power, the second-block wind

power is used and the quality of whole integrated wind

power decreases. Then, the market clearing price

increases. When the integrated volume of wind power

reaches a certain level, the marginal value of wind power

will be zero due to the massive compensatory cost.

(2) If the market clearing price is limited in 70$ per MWh,

the volume of wind power integrated into grid is only

150MW which is located in the bottom of the output

curve and has less compensatory cost due to their high

quality and stability. The other valueless wind power can

be abandoned.

Table 2. The earning distribution for different loads in period t

Load 

(MW) 

Market 

clearing 

price ($ per 

MWh) 

Earning of 

the first-

block wind 

power ($) 

Earning of 

the second-

block wind 

power ($) 

Earning ratio of 

conventional 

power and wind 

power (
2 ) 

Total earning 

of wind 

power ($) 

Total earning 

of 

conventional 

power ($) 

60 10 600 0 0 600 0 

80 10 800 0 0 800 0 

100 27.1 2168 292.3 0.855 2460.2 250.2 

120 44. 3544 652.7 1.715 4196.7 1119.3 

140 61.4 4912 1031.9 2.57 5943.9 2652.1 

150 70 5600 1225 3 6825 3675 

160 78.6 6288 1419.4 3.43 7707.4 4868.6 

170 87.1 6968 1614.6 3.855 8582.6 6224.4 

180 95.7 7656 1810.8 4.285 9466.8 7759.2 

5. DISCUSSION

In this paper, a novel bidding mode of wind power, or the 

Block Bidding mode, is proposed. This mode provides wind 

power the right to subdivide its energy product according to 

the different energy quality of its different blocks, and then 

the wind power suppliers can submit different bids for 

different energy block with the complement of conventional 

power suppliers. 

It should be mentioned that many problems still need to be 

deeply investigated in the future, especially corresponding 

bidding mechanisms should be established. For example: 

(1) The fluctuation and intermittency of wind power should

be complemented by conventional power. Therefore, a

sub-market should be established for wind power and

conventional power to deal. In fact, some generation

unions with both wind power and coal-thermal power

have tried to coordinate the operation of wind and

thermal power plants in China.

(2) How to evaluate the compensatory cost in market

environment? By the mode of centralized optimization

dispatching, or by the mode of negotiation? This is a

question worthy of study.

(3) How to integrate Blocking Bidding and current Timely

Bidding? This is also necessary to be investigated in

detail.

(4) There are many methods to divide wind power into

blocks. Which one is reasonable? If load-demand takes

part in, the division of block and compensatory cost need

to be analyzed again.

6. CONCLUSIONS

In order to accurately measure the cost of conventional power 

used to balance the fluctuation and intermittency of wind 

power, the concept of compensatory cost is proposed in the 

paper. By dividing the wind power into several blocks 

horizontally, the different compensatory cost of different 

blocks can be revealed clearly. Meanwhile, a block bidding 

mode for wind power energy is presented in the paper, which 

has the following advantages: 

(1) In block bidding mode, wind power can be subdivided

by energy quality. Then, different blocks can be set

different prices according to their qualities.

(2) The scale of compensatory cost can be recognized

clearly in the model of Block Bidding. Then, the benefit

distribution of wind power plants and conventional

power plants can be determined reasonably.

(3) Power grid can be guided to integrate the wind power
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with high quality. 
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Optimal Sizing and Allocation of Fixed Reactive Power Compensation

Abstract: This paper proposes an approach to optimize the sizing and allocation of a fixed
capacitor in a radial distribution network to compensate reactive power. The optimization
problem is formulated as a minimization of the line loss of the network with the load profile
within 24 hours. Constraints refer to node voltage quality and power flow. The approach is tested
on IEEE 33 nodes radial distribution network and the process of the optimization is analyzed
from four aspects which are compensation nodes, power factor, active power load factor and
compensation proportion to illustrate its feasibility and affectivity.

Keywords: Distribution network; Flow calculation; Reactive power compensation; Fixed
capacitor; Static optimization problems.

1. INTRODUCTION

With the scale expansion of distribution power system, the
line loss is getting more and more owing to the transmis-
sion of reactive power. The compensation of reactive power
within the distribution network might reduce the line loss.
However, the allocation and sizing of the compensation
should be carefully chosen. The proper optimization can
reduce line loss of network, and improve the voltage quality
Wang, Yang, Wang, Wang, Huang and Zeng (2012). A
reactive power optimization problem is a typical nonlinear
programming problem with constraints.

At present, there are mainly two kinds of compensation
strategies, namely, fixed compensation or adjustable com-
pensation (centralized regulation or distributed regula-
tion)YUAN and HAN (2003). The adjustable compensa-
tion, such as Static Var Compensator and Static Com-
pensator, can output varying reactive power according to
the supervisor’s command or to the operational states of
the distribution network to reach good operational per-
formances (line loss and node voltages), which requires
lots of information communication and computation. A
fixed compensation, such as a fixed capacitor, outputs
almost a constant reactive power no matter the system
states are. The compensation performance might not be
as good as the adjustable compensation. However, such
a fixed capacity device requires no communication and
computation, the operation is very simple and thus the
fixed operational costs are very low. Distribution networks
are usually characterized by radial topology. In radial
distribution networks, the most widely-used device for
reactive power compensation is a shunt capacitor Pires,
Antunes and Martins (2012).

Reactive power compensation optimization problems often
involve multiple and even conflicting objectives. There
exists a global optimum in a single-objective optimization,

while the multi-objective case has a set of solutions from
different aspects instead of clear optimal solutions. Many
objectives and approaches have been proposed in the scien-
tific literature for reactive power compensation problems.

The optimal objectives are about power loss and/or eco-
nomical savings in the following literature. In Antunes,
Pires, Barrico, Gomes and Martins (2009), the problem
of locating and sizing of capacitors for reactive power
compensation in radial distribution network is modeled
as a multi-objective programming problem, where two
(conflicting) objective functions are involved: one is to
minimize the line loss of the network and the other is
to minimize the installation costs of new reactive power
sources. In Pires et al. (2012) and Nojavan, Jalali and Zare
(2014), the problem of optimal capacitor placement for
the reactive power compensation is formulated to identify
the network nodes to install capacitors and the dimension
of each capacitor so as to minimize installation costs and
power loss. The objective in Haque (1999) is to minimize
the power losses and a two stage approach is applied. In
the first stage, the objective is to find the nodes where the
capacitor singly-installed having the significant effects on
the feeder power loss. In the second stage, the capacitor
sizes at the selected locations are optimized to overcome
any over-compensation.

There are some various approaches applied to solve re-
active power compensation optimization problem. For ex-
ample, a teaching learning based optimization approach,
consisting of a teaching phase and a learning phase is
applied in Sultana and Roy (2014), while a direct search
algorithm implicitly incorporating the power flow calcula-
tion is applied in Ramalinga Raju, Ramachandra Murthy
and Ravindra (2012). In Kannan, Renuga, Kalyani and
Muthukumaran (2011), differential evolution and multi
agent particle swarm optimization (PSO) are applied to
find the sizing and the allocation of the capacitors. A
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2.1 Line Loss Calculation

Reactive power compensation to a distribution network
usually pursues two objectives Wang et al. (2012). One
is to minimize the line power loss of the network to save
the power energy loss and the other one is to reduce the
installation cost of the compensation devices. As we know,
a reactive power compensation device can be in operation
for a long time (the lifespan of the device) once it is
installed. Thus the installation cost of the device might
be very small compared with the energy cost saving in the
lifespan. Therefore, in this paper, only the line loss of the
network is thought of as the objective.

The diagram of the IEEE 33 nodes radial distribution
network with 33 nodes is shown in Fig. 1 Khodr, Olsina,
Jesus and Yusta (2008).

Fig. 1. Single-line diagram of the IEEE 33 nodes distribu-
tion network

According to Liao and Zheng (2011), for the given radial
distribution network with N nodes, the line loss of the
network within a day can be calculated as:

W =

∫ tf

t0

pi,j(t)dt = 3

∫ tf

t0

∑

i2i,j(t)Ri,jdt× 10−3

i = 0, 1, 2, · · · , N − 1, j = 0, 1, 2, · · · , N − 1, i 6= j

(1)

where i and j represent the starting and ending nodes
in branch (i, j) respectively, pi,j(t) is the active power
of the (i, j) branch, ii,j(t) is the current of the (i, j)
branch, Ri,j is the resistance of the (i, j) branch and t
is time, t0 and tf are the start time and stop time of the
network respectively. To calculate W , the branch current
ii,j(t) must be obtained firstly. Usually we use power flow
calculation to obtain the branch currents.

Fig. 2. A typical feeder line

For the distribution network, the voltage of the root
node (U0), the load power of the rest nodes (PLoadi +
jQLoadi) (i = 1, 2, · · · , N − 1), the topology structure
of the distribution network and the impedance of the
(i, j) branch (Zi,j = Ri,j + jXi,j) (i = 0, 2, 3, . . . , N −
1, j = 0, 2, 3, . . . , N − 1, i 6= j) are known. The voltage

heuristic search based method and a bacterial foraging
based method are applied in Hamouda and Sayah (2013)
and Tabatabaei and Vahidi (2011) respectively. A fuzzy
adaptive PSO approach is also proposed in Zhang and Liu
(2008) to address the multi-objective problem for reactive
power compensation. In Antunes et al. (2009), elitist
genetic algorithm is applied to characterize the Pareto
optimal frontier to obtain the minimized system loss and
capacitor installation costs. In Varadarajan and Swarup
(2008), the reactive power compensation optimiza-tion
problem is formulated as a mixed integer power sys-tem
optimization problem having non-convex, nonlinear
objectives and nonlinear constraints and solved with a
differential evolution based method.

In summary, the attention in the literature is focused on
line power/energy loss and node voltages at a specific time
and few efforts are involved in those indices within 24 hours
for the radial distribution network, i.e., the power flow is
only calculated according to specific load distribution of the
network. Actually, the load distribution is varying with
respect to the time. Generally, a typical load profile for a
node is used to describe the load time-varying, from which
the load variation can be seen. When the load profile is
considered in the computation of the line loss of the
network, reactive power compensation will bring better
compensation effects for the actual situations.

This paper proposes an approach to optimize the reactive
power compensation of a medium voltage radial distri-
bution network to achieve minimization of the line loss
within 24 hours. A typical daily load curve is applied to the
network in order to obtain load power values at specific
times. The approach is tested on IEEE 33 nodes radial
distribution network, which implies the approach is feasible
and effective.

In Section 1, the motivation of the study has been provid-
ed. The rest of this paper is organized as follows. In Section
2, the problem formulation of optimization of the reactive
power compensation with the objective is given. Section 3
introduces optimization approach and solutions. Section 4
presents an example of the application to IEEE 33 nodes
radial distribution network with the optimization results
discussed. Finally, conclusions are drawn in Section 5.

2. PROBLEM FORMULATIONS

There are mainly two reasons for the installation of re-
active power compensation devices: one is to regulate the
voltages at load nodes to be in a specific range, and the
other is to compensate the variable consumption to reduce
the line loss. In this paper, the sizing and allocation of a
fixed capacitor as a reactive power compensation device for
a distribution network is studied. To make full advantages
of the fixed capacitor, there are two problems should be
answered. One is where the capacitor is installed and the
other is that what the size of the capacitor is. The solu-tions
to both problems will have impacts on the voltage
regulation and line loss of the network. Here, an approach is
proposed to optimize the sizing and allocation of the
capacitor.
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·

ii,j(t) =

·

Ui−
·

Uj

Ri,j + jXi,j

(2)

·

ii,j(t) =
d

∑

k∈d

·

Uj −
·

Uk

Rj,k + jXj,k

+
PLoadj − jQLoadj

·

U∗
j

(3)

Then one has
·

Ui−
·

Uj

Ri,j + jXi,j

=

d
∑

k∈d

·

Uj −
·

Uk

Rj,k + jXj,k

+
PLoadj − jQLoadj

·

U∗
j

(4)

where d is a set of the branches whose parent node is the
node j.

The above equations are applicable to all branches. So
for the N nodes radial distribution network, there are
N −1 equations and N −1 node voltages to be calculated.
And with the node voltages obtained, the branch currents
can be calculated. The equations in the form of Equation
(4) are nonlinear obviously, and there are no analytic
solutions to the equations. Generally, numerical solutions
can be obtained by iterative computation which will be
introduced in Section 3.

With branch currents obtained, the line power loss of
the network can be calculated. Generally, the theoretical
calculation for line energy loss refers to the line energy loss
in a day is done in an interval of one hour, which means

ii,j(t) = constant = Ii,j
0 ≤ k < t ≤ k + 1 ≤ 24

(5)

where k is positive integer.

So, W (t) can be further expressed as

W (t) =
N−1
∑

i=0

N−1
∑

j=1,j 6=i

3I2i,jRi,j × 10−3 (6)

within the t-th hour.

For the network, the theoretical line loss within a day can
be expressed as

W =

24
∑

t=1

W (t) (7)

When the reactive power compensation capacity QC is
compensated to a node j in the distribution network, the
power flow in the network can be changed with the branch
current changed. Then, the equation (3) changes into (8)

·

ii,j(t) =

d
∑

k∈d

·

Uj −
·

Uk

Rj,k + jXj,k

+
PLoadj − j(QLoadj −QC)

·

U∗
j

(8)
And the equation (4) changes into the equation (9)

·

Ui−
·

Uj

Ri,j + jXi,j

=

d
∑

k∈d

·

Uj −
·

Uk

Rj,k + jXj,k

+

PLoadj − j(QLoadj −QC)
·

U∗
j

(9)

The line loss of the network W changes with the branch
current changed. Thus, appropriate compensation capac-
ity of the reactive power QC may minimize the line loss
W .

2.2 Operational Constraints

Two operational constraints for the distribution network
must be taken into consideration. One is the node voltage
constraint. For each node, the voltage must satisfy

(1 − 5%)Urated ≤ Ui ≤ (1 + 5%)Urated (10)

where Urated is the rated voltage.

The other is the security limitation on the branch current.
For each branch, the branch current must satisfy

0 ≤ Ii,j ≤ Isi,j (11)

where Isi,j is the current carrying capacity of the (i, j)
branch cable.

2.3 Optimization Problem

According to the power flow distribution, compensating
reactive power to the node in the network will change the
power flow distribution of the network. The optimization
of the capacitor is to find the node and corresponding
capacity of the capacitor in the network such that the
line loss of the network within a day is minimized with
the operational constraints satisfied. In this paper, the
objective is f expressed as

f = minW

s. t.

{

(1− 5%)Urated ≤ Ui ≤ (1 + 5%)Urated

0 ≤ Ii,j ≤ Isi,j

(12)

3. APPROACH AND SOLUTIONS

The power flow equations are nonlinear. It is difficult to
obtain analytic solutions to those equations. In engineer-
ing, such a problem is generally solved by numerical com-
putation approach specifically. Here we use a numerical
computation approach based on the forward and backward
substitution method CONG and WANG (2008) which is
usually used in engineering.

3.1 Forward and Backward Substitution Method

On the basis of analyzing the techniques for power flow
calculations of distribution network, the topology struc-
ture of distribution network is defined by the tree struc-
ture which consisted of special circuit branch structure
and node structure CHEN, CHEN, GU and LIU (2010).
Branch currents are corrected by postorded-traversing the
tree structure and node voltages are corrected by preorder-
traversing the tree structure until constringency. With
such a method, there is no need to number the distribution
network and form admittance matrix. The power flow dis-
tribution of network can be obtained through this method.

of each node (Ui) (i = 1, 2, 3, . . . , N − 1), the current
through the (i, j) branch (ii,j (t)) (i = 0, 2, 3, . . . , N − 1, j
= 0, 2, 3, · · · , N − 1, i 6= j) and the active power loss of the
network are to be calculated Liu, Bi and Dong (2002).

For line loss calculation, branch currents are the focus
of attention. An example is illustrated to obtain branch
current. A typical branch of a feeder network is shown in
Fig. 2.

According to Kirchhoff’s current law, the following is true.
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Fig. 3. Flow chart of the forward and backward substitu-
tion method

3.2 Steps of Approach

To solve the optimal problem, we use the approach with
following steps:

(1) For a given sequence of QC0 at a node, the line loss for
each value of QC0 could be found. Then we can find the
optimum QCi to the problem at this node.
(2) Choose another node to repeat step (1).
(3) After all nodes except the root node being checked, we
can compare the optimums at those nodes to obtain the
optimum QC for the problem in the global scope.

4. EXAMPLE AND RESULTS

4.1 Example

The proposed approach is tested on IEEE 33 nodes radial
distribution network which is shown in Fig. 1. The param-
eters of the network can refer to Baran and Wu (1989).
The convergence condition for the power flow calculation
is that voltage difference values between the consecutive
rounds for all nodes are less than 1.0× 10−6kV. The root
node voltage is fixed as U0 = 12.66kV.

In this example, active power of each node changes with
the typical daily load curve, and the line loss of the network
can be calculated one hour by one hour. For convenience,
we assume that each node has the same shape for the
typical daily active power load curve and power factor. A
typical daily load curve in summer Zhang (2009) depicted
in Fig. 4 is adopted, where P.U.=1 means the actual active
power is the maximum.

4.2 Discussions and Analysis

When the results are shown in the following figures. In the
figures, the proportion refers to the capacitor percentage
that is QC/Qε.

Fig. 4. A typical daily load curve in summer

The power factor is 0.85 and the maximum of compen-
sation reactive power Qε in the network within a day
is 2302.35021kVar. Fig. 5 shows the optimum for each
node. From Fig. 5, we can see that the optimal propor-
tions of reactive power compensation at different nodes
are different and results in different line loss. With the
topology structure of the radial distribution network and
the optimization results investigated, some interesting in-
formation can be known. When the compensated node is
near to the root node, the effect of compensation is not
good. With the compensated node far away from the root
node, the line loss decreases until reach the least at a
node and the capacity of compensation decreases. Then,
with the compensated node close to the ending node,
the line loss increases while the capacity of compensation
decreases. According to the parameters of the network, we
can see that the resistance of the branch can influence the
effective of the adjacent compensated nodes, but when the
adjacent nodes are close and the resistance is small, their
compensated effects are similar.

Fig. 5. Optimum at each node in the network

The results for some nodes with different proportions of
compensation are shown in Fig. 6 and Fig. 7, from which
it is seen that at a specific node, different compensation
capacity generally results in different line loss, which is
the motivation for the optimization of the compensation
capacity. Meanwhile, we can see that even the same ca-
pacity of reactive power compensation for different com-
pensated nodes, usually lead to different line loss of the
network, which is the motivation for the optimization of
the compensation allocation.

It is also seen that no matter what the compensation
capacity is to the Node 1, the line loss changes little, while
compensation capacity at any other nodes varies, the line
loss has an obvious change. This probably because Node
1 is very close (R0,1 is very small) to the root node (the
source node). The compensation reduces branch current

Flow chart of the forward and backward substitution
method is shown in Fig. 3. Specific calculation steps can
refer to CHEN et al. (2010).

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019

Optimal Sizing and Allocation... S. K. Mishra et al.90



Fig. 6. Optimum result with power factor=0.85,
Qε=2302.35022 kVar

Fig. 7. Optimum result with power factor=0.85,
Qε=2302.35022 kVar

We further investigate the optimization results in more
scenarios, i.e., the scenarios with the active power and
the power factor changed. In the rest of the paper, PLF
represents active power load factor.

When PLoadj is maintained and QLoadj is changed such
that the power factor is 0.95, the optimization result is
shown as Fig. 9, while Pi,j is 0.4 times of the baseline (i.e.,
PLF=0.4).

Fig. 8. Optimum result with power factor=0.95, PLF=1.0,
Qε=1221.06145 kVar

Comparing Fig. 5 with Fig. 8 and Fig. 9, it is easy to find
that the shapes of the two classes of optimization result
curves are consistent, which implies that the relative effects
of optimal compensation at different nodes are influenced
by the topology structure of the distribution network.

Fig. 9. Optimum result with power factor=0.95, PLF=0.4,
Qε=488.42458 kVar

Comparing Fig. 5 with Fig. 8, it can be seen that the line
loss of the network and compensation capacity decrease
with the growth of power factor. This because the higher
power factor is, the lower the reactive powerQε is and then
the smaller the branch currents of the network. The higher
power factor results in smaller line loss and compensation
capacity. So improving power factor can reduce the line
loss effectively.

Comparing Fig. 9 with Fig. 8, it can be seen that when the
power factor is the same, the line loss of the network and
compensation capacity increase with the increase of the
PLF. This because the higher PLF is, the more reactive
power compensation is required.

Fig. 10 shows the optimization results while the power load
factor is different and the power factor is the same. With
different PLF, Qε is different. In Fig. 10, Qε is as follows:

When PLF=0.4, Qε=1516.02323kVar.
When PLF=0.6, Qε=2274.03485kVar.
When PLF=0.8, Qε=3032.046470kVar.
When PLF=1.0, Qε=3790.05808kVar.
When PLF=1.2, Qε=4548.06970kVar.

Fig. 10. Optimum results with power factor=0.7

Particularly, the line loss of Node 0 refers to the scenario
that the compensation capacitor is installed at the bus
node, implying the line loss is the result without compen-
sation. It is obvious to see that the line loss grows with the
increase of PLF in Fig. 10. But the optimum shapes of the
curves in Fig. 10 are similar. Compare the curves in Fig. 10,
it could be found that when PLF is low, the effects of the
compensation at different nodes are not significant, this is
because the optimum effect is not obvious compared with
no compensation. When PLF is high, the differences of
the compensation effects at different nodes are significant.
So, with a high PLF, reactive power compensation can be
optimized for sizing and allocating.

I0,1, which has little effect because of R0,1 in Equation (6) is
very small. Meanwhile, it can be seen that the curves of line
loss with respect to the compensation capacity is convex.
Therefore, compensation capacity could be optimized such
that the line loss can be minimized.
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Fig. 11. Optimum results with compensating at Node 5

With different power factors, the optimum results are
shown in Fig. 11. With the same PLF at Node 5, the
optimum line loss of the distribution network varies with
respect to the power factor. Obviously in Fig. 11, the line
loss decreases with the increase of the power factor. From
Fig. 11, we can see that when PLF is low, the optimized
compensation effects are similar even with different power
factors. However, when PLF is high, the differences of
optimized compensation effects with different power fac-
tors are significant. Those are true for other nodes, too.
Thus, the higher the PLF is, the more important the
optimization of compensation.

5. CONCLUSIONS

This paper proposed an approach which is to find the
optimal sizing and allocation of a fixed capacitor as the
reactive power compensation device to minimize the line
loss of a radial distribution network within a day. The
approach is very simple and effective for practical engi-
neering. The approach is tested on IEEE 33 nodes radial
distribution network and the results are analyzed from
some aspects which are compensation nodes, power factor,
active power load factor and compensation proportion.
The test illustrates the motivations and applicability of
this study. The higher power load factor is and the lower
the power factor is, the more important the optimization
of reactive power compensation.
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Bidding strategies for renewable energy generation with non stationary
statistics

Abstract: The intrinsic variability in non-dispatchable power generation raises important
challenges to the integration of renewable energy sources into the electricity grid. This paper
studies the problem of optimizing energy bids for a photovoltaic (PV) power producer taking
part into a competitive electricity market characterized by financial penalties for generation
shortfall and surplus. To this purpose, an optimization procedure is devised to cope with the
intermittent nature of PV generation and maximize the expected profit of the producer. Since
the optimal offer turns out to be a suitable percentile of the PV power cumulative distribution
function (cdf ), we investigate two approaches to properly take into account the effects of seasonal
variation and non stationary nature of PV power generation in the estimation of PV power
statistics. The first one normalizes the generated power with the power obtainable under clear-
sky conditions. The second approach estimates a time-varying PV power cdf using only power
data in a moving window of suitable width. A numerical comparison of the different bidding
strategies is performed on a real data set from an Italian PV plant.

1. INTRODUCTION

With the increasing penetration level of renewable energy
sources (RES), grid system operators have to face more
and more challenging technical issues. While RES bring in
obvious advantages in terms of production costs and en-
vironmental impact, their intrinsic intermittent and non-
dispatchable nature causes several difficulties for a correct
grid operation. In order to mitigate such problems, sev-
eral countries are promoting regulatory frameworks forcing
the producers to actively participate in the technical and
economical integration of renewables [Klessmann et al.,
2008]. In an attempt to reduce the uncertainty affecting
generation from RES, producers are required to provide
day-ahead schedules of their generation. Energy is then
remunerated according to the conformity of the actual
generation profile to the schedule, by applying financial
penalties to shortfall or surplus of energy generation. From
a producer perspective, this calls for the development of
suitable bidding strategies to offer the maximum amount
of energy while avoiding imbalance costs.

Optimal bidding strategies for a wind power producer have
been studied in [Bathurst et al., 2002, Matevosyan and
Soder, 2006, Pinson et al., 2007, Morales et al., 2010, Dent
et al., 2011], and recently in [Bitar et al., 2012]. In a market
where penalties are applied whenever the delivered power
deviates from the schedule, the optimal bid for a certain
hour of the day turns out to be a suitable percentile of
the cumulative distribution function (cdf ) of the power
generation at the same hour. Under the assumption of
time-invariant statistics of power generation, the cdf s can
be estimated from all past data of the power generated
by the plant. In principle, one could apply the same
bidding strategy to other RES. However, some RES like
photovoltaic (PV) and hydro are characterized by remark-

able seasonal variations of power generation and exhibit a
significant non stationary behavior. Such a phenomenon
may negatively affect the optimal bidding strategy, if not
properly considered.

The main contribution of the paper is to present two
approaches to account for the fluctuations of the generated
power over the year and thus tune the optimal bidding
strategies originally developed for a wind source to the case
of a PV producer. The first solution consists in normalizing
the generated power with respect to the power that could
be obtained from the plant under clear-sky conditions.
In the second approach, a moving window on the most
recent power generation data is adopted to estimate a
time-varying cdf of generated power. Both techniques are
experimentally compared, in terms of average daily profit,
to the straightforward application of the optimal bidding
strategy for wind power producers.

The paper is organized as follows. Section 2 presents
the mathematical formulation of the bidding problem for
a generic non-dispatchable RES and recalls the optimal
solution. Section 3 describes the proposed approaches to
deal with the non stationarity of the PV power generation
statistics. Section 4 reports experimental results obtained
under different pricing scenarios using data from a real
Italian PV plant. Finally, some conclusions are drawn in
Section 5.

2. OPTIMAL BIDDING STRATEGY

In this section we consider a power producer from non-
dispatchable RES (e.g. wind, solar), and formulate the
problem of finding the optimal energy bids in an electricity
market featuring financial penalties for energy imbalance.
We also recall the optimal solution to this problem, which
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J(Cm, wm) =pwm − q̄max{Cm − wm, 0}

− λ̄max{wm − Cm, 0}.
(1)

Since J(Cm, wm) in (1) is a stochastic quantity due to
the uncertainty on the generated energy wm, the optimal
bidding problem consists in finding the bid C∗

m which
maximizes the expected profit E[J(Cm, wm)], i.e.

C∗
m = argmax

Cm

E[J(Cm, wm)], (2)

where E[·] denotes expectation with respect to the statis-
tics of wm. We define Fm(·) the cdf of the random variable

wm, i.e. Fm(ω) , Pr(wm≤ω). Moreover, we let F−1

m (ν) =
inf{ω : Fm(ω) ≥ ν}, ν ∈ [0, 1], be the corresponding
quantile function. It turns out (see [Bitar et al., 2012])
that the optimal solution to (2) is given by:

C∗
m = F−1

m

(

λ̄

λ̄+ q̄

)

. (3)

Note that the optimal solution (3) depends only on the
penalties q̄ and λ̄, and the cdf of wm. If the penalties are
stochastic variables independent of the generated energy
wm, the optimal bid (3) still holds by replacing q̄ and
λ̄ with their mean values. Concerning Fm(·), in real
applications it must be typically estimated from historical
energy generation data. As will be discussed in the next
section for the specific case of PV power producers, the
way Fm(·) is estimated may have an important impact on
the practical performance of the optimal bidding strategy
(3).

In some cases, deviations from the bid are tolerated within
a specified threshold. This applies, for instance, to the
regulatory framework recently introduced in Italy. An
extension of problem (1)-(2) to the framework with soft
penalties is presented in [Giannitrapani et al., 2013b].

Remark 1. In some markets (e.g., the Italian one), it may
happen that, depending on the network contingency, q̄ < 0
and/or λ̄ < 0. This means that deviations from the sched-
ule are actually rewarded, rather than penalized, since
they contribute to mitigate the overall network imbalance.
In this case, the optimal solution to problem (2) boils down
to offering either zero or the maximum producible power
(see [Bitar et al., 2012] for details). In this paper, we will
restrict our attention to a scenario in which q̄ ≥ 0 and
λ̄ ≥ 0, so that the existence of a nontrivial solution (3) is
guaranteed.

3. NON STATIONARY POWER GENERATION

As recalled in Section 2, the solution of the optimal
bidding problem requires the knowledge of the generated
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Fig. 1. Example of empirical cdf of the random variable
w11 in two different months of year (solid: February,
dashed: May).

power cdf at each hour of the day. In real applications,
such a distribution is to be estimated on the basis of
historical data of generated power. A distinctive feature
of renewable sources is that the generated power statistics
is strictly dependent on weather variables, e.g., wind
velocity and direction for wind plants, or irradiance and
air temperature for PV plants. It is well known that
meteorological variables exhibit strongly non stationary
behavior, which implies that special care must be taken in
the estimation of power statistics from historical data.

With regard to PV generation, which is of concern in this
paper, non stationarity is due to the time-varying patterns
of solar irradiance in days of different periods of the year.
To realize the importance of this issue, consider Fig. 1,
which shows the estimated cdf s of the energy generated
by a 825 kWp PV plant at a certain hour of the day, in
two different months of the year, i.e., February and May.
For example, it is clear even from a visual inspection of
the two curves, that both the maximum and the average
generated energy are different in the two cases. To deal
with the time-varying nature of the statistics of PV power,
we propose two alternative approaches, whose effectiveness
will be successively tested on real data in Section 4.

The first approach consists in transforming the past power
data according to a multiplicative deseasonalization model
exploiting the concept of “clear-sky” power generation
profile. This profile can be reliably computed for a PV
plant at any fixed day of the year, by assuming that
the plant is subject to the maximum solar irradiance
achievable at the plant site, i.e., under cloudless sky. Clear-
sky solar irradiance can be computed by means of well-
known analytical models, e.g., [Wong and Chow, 2001].

The second approach consists in devising an adaptive
mechanism for updating daily or weekly the estimates
of power cdf s. The simple technique adopted consists in
estimating the power cdf at a given hour based on most
recent historical data, by selecting a moving window whose
width in the past is optimized according to the best profit
obtainable by the bidding strategy.

is derived in [Bitar et al., 2012] in terms of power statistics

 

and imbalance penalties.

Let wm be a random variable describing the energy gen-
erated by the power plant over the m-th hour of the day, m

 

= 1, . . . , 24, and let Cm denote the corresponding energy

 

bid for the same interval. It is assumed that the power

 

producer is remunerated with unitary price p > 0 for the

 

actual generated energy. Moreover, the power producer is

 

penalized whenever the generated energy differs from the

 

bid. In particular, q̄  ≥ 0 and λ̄ ≥ 0 are the unitary penalties 
applied for energy shortfall (wm < Cm) and surplus (wm >

 

Cm), respectively. It follows that the net hourly profit for

 

the power producer amounts to
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Fig. 2. Example of averaged cdf s of the normalized variable
β11 (solid: February, dashed: May).

3.1 Exploiting clear-sky generation profiles

In the first approach, we choose to normalize both the
generated power and the bid at a given hour with respect
to the maximum power obtainable from the plant at the
same hour, i.e. under clear-sky conditions.

The solar irradiance at ground level takes maximum val-
ues in a cloudless day and is defined as clear-sky solar
irradiance (Ics). The generation profile of a PV plant hit
by clear-sky solar radiation is called clear-sky generation
profile (wcs). It can be estimated by using clear-sky solar
irradiance and the power curve of PV modules. An analyt-
ical form of the power curve of PV modules is provided by
the PVUSA model (see [Dows and Gough, 1995]), which
expresses the generated power wm as a function of solar
irradiance Im and air temperature Tm according to the
equation:

wm = aIm + bI2m + cImTm, (4)

where a, b and c are the model parameters (typically
a > 0, b < 0, c < 0). Although model (4) is linear-in-
the-parameters, parameter estimation is complicated by
the fact that measurements of solar radiation and air
temperature may not be available at the plant site. A
heuristic approach to estimate such parameters in the
partial information case is presented in [Bianchini et al.,
2013], which relies on historical data of generated power,
air temperature forecasts and clear-sky solar irradiance.
The clear-sky generation profile can be computed from (4)
by replacing Im with the clear-sky solar irradiance Ics,m
and Tm with commonly available temperature forecasts.

Let us denote by wcs,m the clear-sky PV energy over
the m-th hour of the day (to simplify notation, we omit
the dependence of wcs,m on the day of the year), and
let wm = βmwcs,m, βm ∈ [0, 1]. Moreover, the bid
is parameterized as Cm = αmwcs,m, αm ∈ [0, 1]. By
substituting the expressions of wm and Cm into (1), we
obtain that J(Cm, wm) = wcs,mJ(αm, βm), where

J(αm, βm) =pβm − q̄max{αm − βm, 0}

− λ̄max{βm − αm, 0}.
(5)
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Fig. 3. Example of two moving window cdf s: F
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and F
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(ω | 135) (solid: February, dashed: May).

The considered bidding problem can thus be reformulated
as finding

α∗
m = argmax

αm

E[J(αm, βm)], (6)

where E[·] here denotes expectation with respect to the
statistics of βm. Let Fcs,m(β) denote the cdf of the random
variable βm. Similarly to the previous case, the optimal
solution to (6) is given by:

α∗
m = F−1

cs,m

(

λ̄

λ̄+ q̄

)

. (7)

The optimal bid is finally computed as

C∗
m = α∗

mwcs,m. (8)

In this way, the seasonal variations of PV power generation
are captured by the clear-sky PV energy profile wcs,m.
As a consequence, to a first approximation, the resulting
normalized energy βm can be regarded as a stationary
process, thus mitigating the adverse effect of seasonality
on the bidding strategy. Figure 2 shows the empirical cdf s
of the normalized generated energy relative to the same
hours of the day and months of the year as those of Fig. 1.
Note the reduction of the discrepancies between the two
curves, if compared with Fig. 1. The main advantage of
the proposed bidding strategy is that the power cdf can
be estimated on the basis of the entire historical data set
of the generated power.

3.2 Moving Window

An alternative approach to tackle the non stationary
behavior of PV power generation is to estimate the cdf s
of the random variables wm by using only the most recent
portion of the data set.

Let F
(L)

m (ω | d) be the time-varying cdf describing the
statistics of the random variable wm estimated from the
realizations of the random variables

wm,d−1, wm,d−2, . . . , wm,d−L,

where d = 1, . . . , 365 is the day the random variable wm

refers to, and L is the width of the window. In this case,
the optimal bid for the m-th hour of day d is computed
as:

19th IFAC World Congress
Cape Town, South Africa. August 24-29, 2014
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C∗
m = F (L)

−1

m

(

λ̄

λ̄+ q̄

∣

∣

∣

∣

d

)

. (9)

This idea leads to an adaptive mechanism which aims at
tracking the seasonal variations by selecting only most
recent power data to estimate the cdf s. Differently from
the approach in Section 2, in which for fixed hour of the
day one has always the same cdf, independently of the day
of the year, here the cdf changes every day. Figure 3 shows
this adaptation process using a moving window of length
L = 20 days.

Note that the length L of the moving window must
be selected as a suitable trade-off between estimation
accuracy and adaptation capability. If L is chosen too
large, the effect of removing non stationarity by tracking
the seasonal variations is not reached (the conditional

cdf F
(L)

m (· | d) tends to resemble the unconditional one
Fm(·), i.e. the cdf estimated using the whole dataset). On
the other hand, if L is chosen too small, the conditional
cdf turns out to be statistically inaccurate, since it is
estimated using few data. In the experimental results of
the next section, it will be shown how to tune the width of
the moving window by evaluating the performance of the
bidding strategy (9) for different values of L.

4. EXPERIMENTAL RESULTS

The performance of the bidding strategies described so far
is evaluated in this section using experimental data from
an Italian PV plant.

The basic bidding strategy introduced in Section 2 will
be denoted by OB. The bidding strategies developed in
Section 3, which use different techniques to mitigate the
effects of seasonality of PV power generation, will be
denoted by OB+N and OB+WI for the approaches ex-
ploiting normalization and moving window, respectively.
Furthermore, the results obtained with the aforementioned
bidding strategies are compared with those of two addi-
tional bidding strategies fully exploiting weather forecasts.

The first one, which uses weather forecasts along with the
PV power curve (4) to compute the energy bids, will be
denoted by WF+PC. This intuitive approach consists in
offering the forecast energy derived by substituting the
forecasts of solar irradiance and air temperature into the
equation of the power curve (4).

The second one, which combines the normalization tech-
nique of Section 3.1 and the use of weather forecasts
for the classification of the next day, will be denoted by
WF+OB+N. In other words, this alternative approach
consists in training a classifier which, given energy fore-
casts for the next day, in the simplest implementation
labels the next day as “sunny” or “cloudy”, depending
on the level of total daily generated energy. Then, the bid
made for that day is the optimal contract computed as
in (7)-(8), but using the conditional normalized PV power
cdf of the corresponding class. The interested reader is
referred to [Giannitrapani et al., 2013a] for further details.

The following data from a 825 kWp PV power plant are
available:

• generated power wm,
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Fig. 4. Average daily profit for the bidding strat-
egy OB+WI in the market scenario where p =
0.1027 e/kWh and q̄ = λ̄ = 0.4p.

• solar irradiance forecasts Îm,
• air temperature forecasts T̂m.

The number of days spanned by the data set corresponds
to one year of recordings in 2012. The data set is split
into a training set (about two third of the data) and a
validation set, containing the remaining data.

4.1 Selection of the window width

The performance of the bidding strategy OB+WI depends
on the selection of the window width. Figure 4 shows how
the results could change significantly for different values
of the parameter L. Here, the average daily profits have
been computed over the entire year.

The optimal value of the window width is chosen by simply
selecting the one providing the highest average daily profit.
According to the results shown in Fig. 4, in the next
simulations we set L = 20 days.

4.2 Optimal bidding strategies

For the bidding strategies OB and OB+N, the training
set is used to compute the empirical cdf s Fm(·) and
Fcs,m(·). Then, the bids Cm are computed using (3) or
(7)-(8), according to the strategy adopted. Concerning
the strategy OB+WI, the bids are computed as in (9),

where F
(L)

m (· | d) is estimated from the data gathered
over the most recent L days. The proposed strategies have
been evaluated using the data contained in the validation
data set under four market scenarios. The values of the

Table 1. Simulation setup.

q̄ = λ̄

Scenario I 0.25p

Scenario II 0.5p

Scenario III 0.75p

Scenario IV p
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Fig. 5. Average daily profits in Scenario I.
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Fig. 6. Average daily profits in Scenario II.

surplus and shortfall penalties are summarized in Table 1
(it is always assumed q̄ = λ̄), whereas the price p =
0.1027 e/kWh is taken to be the same in all scenarios.

The performance achieved by the proposed bidding strate-
gies in the four test scenarios is reported in Figs. 5, 6, 7
and 8. The bars represent the average daily profit com-
puted over 1000 simulations. In each simulation, different
training and validation data sets have been obtained by
selecting the days belonging to each set randomly but
without overlapping. This method avoids that presented
results could be biased by a specific choice of the two data
sets (e.g. the first eight months as training set and the last
four months as validation set).

4.3 Discussion

In all scenarios, OB performs significantly worse than the
bidding strategies OB+N and OB+WI. In this respect,
the approaches adopted to manage the non stationary be-
haviour of PV power generation seem to work by enhanc-
ing consistently the results of the base line strategy OB. In
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Fig. 7. Average daily profits in Scenario III.
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Fig. 8. Average daily profits in Scenario VI.

Scenario I the profit of the PV power producer increases
up to 5.3%, in Scenario II up to 11.6%, in Scenario III
up to 19.2% and in Scenario IV up to 28.7%. Note that
the improvement increases with the entity of the penalty.
Moreover, the strategy OB+WI performs slightly better
than OB+N.

The strategy WF+PC is ranked poorly with respect to
OB+N e OB+WI in all scenarios, despite using weather
forecasts. Typically, such a naive approach may lead to
unsatisfactory performance because it is strictly dependent
on the accuracy of the weather forecasts and does not take
into account the price p and the penalties λ̄ and q̄. On the
other hand, the strategy WF+OB+N, which overcomes
the above mentioned drawbacks through a different use
of weather forecasts, turns out to be the most profitable
one among all the strategies presented in the paper. We
stress that both WF+PC and WF+OB+N exploit the
same information, i.e. the weather forecasts provided by
a commercial meteorological service. It is apparent that
a classification-based approach to the use of weather
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temperature into the equation of the PV plant power
curve.
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forecasts turns out to be more robust to forecast errors,

 

whereas the performance of a power curve-based approach

 

degrades quickly as the forecast inaccuracy increases.

 

This makes strategy WF+OB+N particularly favorable

 

when having access to only moderately accurate weather

 

forecasts.

The bar plots in Figs. 5, 6, 7 and 8 show the average results

 

for each scenario. However, it is stressed that we observed

 

profit(WF+OB+N) ≥ profit(OB+WI) ≥ profit(OB+N) ≥

 

profit(WF+PC) ≥ profit(OB) in 98% of the trials.

For comparison purposes, the ideal strategy R is also

 

considered, where it is assumed that the exact generation

 

profile of the next day is known in advance. This makes it

 

possible to evaluate the performance of the proposed

 

bidding strategies with respect to the maximum achiev-
able. Although the profits go down when the penalties

 

raise, for each scenario the bidding strategy OB+WI fills

 

approximately 37% of the gap between OB and R, while

 

WF+OB+N fills 54% of the same gap.

5.

 

CONCLUSIONS

The optimal bidding strategy for a power producer from

 

non-dispatchable renewable energy sources participating in

 

a competitive market with financial penalties for gener-
ation imbalance, requires the knowledge of the cumulative

 

distribution function of the power generation. However,

 

when dealing with PV plants, the statistics of the power

 

generation differ significantly over the year according to the

 

seasonality of the solar irradiance. This work has focused

 

on the development of suitable methodologies able to cope

 

with the non stationary nature of PV power gener-ation.

 

Two approaches have been proposed. The first one aims at

 

removing the non stationarity by normalizing the energy

 

generated hourly with the energy obtainable under clear-
sky conditions. The second one consists in tracking the

 

actual time-varying cumulative distribution function

 

through the use of a moving window containing the most

 

recent generation data.

Experimental results have shown that both solutions reach

 

comparable performance and provide an effective means to

 

adapt the bidding strategy to the case of a PV power

 

producer. Indeed, a significant increase of the average daily

 

profit has been observed, with respect to the bare

 

application of a bidding strategy which simply neglects the

 

power generation non stationarity. Remarkably, the

 

proposed solutions perform even better than offering the

 

predicted power generation profile computed by substitut-
ing the day-ahead forecasts of solar irradiance and air
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In this paper, we propose a multi-objective learning approach for online recruiting. Online recruiting and 
online dating are the most known reciprocal recommendation problems. However, the reciprocal recom-
mendation has gained little attention in the literature due to the lack of public datasets consisting of 
reciprocal preferences of users in a network. We aim to resolve this shortage in our study. Since the sat-
isfaction of both candidates and companies is indispensable for successful hiring as opposed to traditional 
recommenders, online recruiting should respect to expectations of all parties and meet their common 
interests as much as possible. For this purpose, we integrated our multi-objective learning approach into 
various state-of-the-art methods, whose success has been proven on similar prediction problems, and we 
achieved encouraging results. We named and proposed one of the prominent architectures that we’ve 
tested on the problem as a prototype of our multi-objective learning approach however our approach is 
applicable to any recommender system employing neural networks as its final decision-maker.
1. Introduction

Online services, such as social media and e-commerce plat-
forms, have gained impressive popularity, and thus, the number
of users and the volume of content in such systems have rapidly
increased. The existence of such systems with numerous users
around the world has led to the emergence of massive data sources
that makes it difficult for users to reach relevant information. Rec-
ommender systems have been developed to help users to over-
come this information overload problem by increasing their
chance to reach valuable information in a personalized fashion.
In this sense, Memorization and generalization capabilities play
essential roles in the success of recommender systems. Memoriza-
tion is recalling the frequent co-occurrence of interactions and
then utilizing the correlations known from the interaction history.
Yet, by increasing the utility of correlations, exploring new feature
combinations that have never or rarely seen in the historical data
defines generalization and it may help more to model taste of user
without being bounded by their small world. Accordingly, while
memorization usually offers more local recommendations and so
coherence, generalization is inclined to offer diverse recommenda-
tions. These two are essential properties of a prospering recom-
mender system.

Job recommendation is a highly attractive application of recom-
mender systems because of global changes that emphasize the
importance and the necessity of fast and convenient recruiting.
During the job-hunting process, directing candidates to the jobs
they are ideal for and fulfill their expectations, not only shortens
idle-waiting or seeking-time but also helps companies to be agile.
Unlike traditional recommenders, a job recommendation should
satisfy both parties involved, which makes it a reciprocal recom-
mendation problem. Besides offering relevant jobs to people based
on their interests and skills, a good job recommender should con-
sider their chance of being hired for the job as well. In this problem,
companies are the decision-makers, thus meeting their expecta-
tions is a prerequisite for the satisfaction of candidates. Accord-
ingly, successful modeling of the recruiter’s interest is much
more critical for a job recommendation. For these reasons, a thriv-
ing recommender system for recruiting requires feedback from
both the candidates and companies to model their preferences.
The feedback of a candidate can be extracted from the candidate’s
applications. However, most companies are reluctant to give feed-
back about their interests in candidates. Thus, a reciprocal recom-
mender system designed for recruiting websites should generate
recommendations relying on a few available information from

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jestch.2021.03.010&domain=pdf
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preferences, not solely on user preference who receives the
recommendation.

� Capacity: In traditional recommenders, there is no limit on
being preferred, e.g., a movie can be liked by thousands of users
in a movie recommender system. However, in reciprocal recom-
menders, parties have limited availability towards other parties,
e.g., an employee can simultaneously work at one or two jobs
but certainly not at dozens of jobs.

� Limited-activity: In reciprocal recommenders, many users do
passively use the system, for example, candidates in a job rec-
ommender system have to be selective because the interview-
ing process costs a waste of effort if the job is not really
desirable by the candidate. To have a high recruitment rate in
such a system and encourage people to use it, considering the
limited activity of the users, is one of the key factors in recipro-
cal recommenders.

� Sparsity: Users in reciprocal communities would probably not
come back to the system at least for a while if they are engaged
to their preference. Therefore, reciprocal recommender systems
suffer from insufficient activity considering large space shaped
by a vast number of users and items.

Our proposed framework is designated for reciprocal recom-
mendation, which cannot be easily come through by traditional
recommenders. The framework uses multi-objective optimization
that has been applied in many fields of science [2–4], including
engineering, economics, and logistics, yet not applied in the recip-
rocal recommendation. The contribution of this work is summa-
rized below:

1. We propose a generalized reciprocal recommendation frame-
work, in which various challenges are tackled, e.g., reciprocity,
capacity, limited-activity, and sparsity.

2. We perform an empirical evaluation on a real-world reciprocal
data set to demonstrate the effectiveness and efficiency of our
proposed framework.

3. Our proposed approach not only outperforms existing state-of-
the-art approaches for prediction but also offers good
explainability.

The outline of this work is as follows. Section 2 presents a brief
summary of prior work relevant to the use of deep neural networks
in recommender systems and reciprocal recommenders. In Sec-
tion 3, we formalize the problem and introduces the details of
the prototype of our proposed framework. In Section 4, we describe
the experimental setup used in the experiments, including dataset
preparation, negative sampling, and evaluation protocols. We then
discuss the performance results in Section 5. Finally, Section 6 pre-
sents the outcomes of this study by a brief conclusion based on the
empirical evaluation and also states the projected future works.

tackle this problem and to expel the sparsity of recruiters’ interest 
by exploiting inferences under the domain knowledge.

In this study, we work on a reciprocal job recommendation 
problem. Reciprocal recommenders, as in online dating and online 
recruiting applications, pose new challenges that distinguish them 
from traditional recommenders. Ref. [1] summarizes these chal-
lenges as follows:

� Reciprocity: A successful recommendation depends on bilateral
2. Related work

With the tremendous success of the deep learning in vision and
language processing in recent years, by confirming the rapidly
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grown interest in machine learning in general, deep learning tech-
niques have started to direct the tendency in recommender sys-
tems as well as other application domains. Unlike the
conventional methods (e.g. matrix factorization), deep learning
can effectively capture the non-linear and non-trivial feature inter-
actions, and generalize interactions to avoid deterioration of the
learning process due to the unseen feature combinations. For this
reason, we also utilize deep learning techniques to solve reciprocal
recommendation problem. In this section, we will briefly review
key researches closely related to our work, including recommender
systems with the deep learning aspect and reciprocal
recommendation.

2.1. Deep neural networks in recommender systems

Feature engineering is the process of creating features from raw
data by using domain knowledge in order to make machine learn-
ing algorithms work effectively, however, it is a time-consuming
process and thus expensive. It has been accepted as an inevitable
process of machine learning until recent years that deep learning
achieved tremendous success against the carefully crafted feature
detectors [5]. In recommender systems, various prospering meth-
ods avoiding extensive task-specific feature engineering have been
proposed, mostly based on embeddings and neural networks. To
learn high-order feature interactions, PNN [6] employs a pair-
wisely connected product layer on top of the embedding layer
and sends the product vector to the succeeding fully-connected
layer which is the first hidden layer of the architecture. Deep neu-
ral networks (DNN) have better generalization capability to unseen
feature combinations through low-dimensional dense embed-
dings. However, they tend to over-generalize when data is sparse.
To defeat this drawback, the Wide & Deep network [7] by Google is
proposed as a concept. To model low- and high-order feature inter-
actions simultaneously, they jointly trained wide and deep archi-
tectures on app recommendation. In addition to the
generalization of DNN, Wide & Deep benefits from the memoriza-
tion of linear models through a wide set of cross-product feature
transformations. Memorization of feature interactions is effective
and still interpretable in opposition to design pairwise feature
interactions requiring manual labor and also resulting in increased
complexity.

In later research, DeepFM [8] replaced the linear part of Wide &
Deep with a neural network-based Factorization Machine (FM)
while both FM and DNN parts are sharing the same feature embed-
dings. The sharing strategy of feature embedding lets the learning
of feature representations to be influenced by both low- and high-
order feature interactions via back-propagation. By doing so, the
DeepFM model is able to make more precise recommendations
on click-through-rate (CTR) prediction. FM is one of the most
promising methods in the recommender systems area for years
and feature engineering in conventional machine learning has been
replaced by architecture engineering in deep learning. Therefore,
there are many valuable attempts to use FM and DNN in varying
setups. While NFM [9] applies DNN to learn high-order interaction
on top of an FM network, FNN [10] takes advantage of FM to learn
latent vectors, then utilizes them to initialize the embedding vec-
tors feeding the first layer of DNN.

Attention mechanisms are first introduced by [11] for sequence
modeling in the area of machine translation. These mechanisms
allow the neural networks to attend to different parts of the input
at each step so that the network can focus on both local and global
features to have a broader understanding. After their proven suc-
cess in vision and natural language processing, attentions are
applied to recommender systems as well. In this regard, AFM
[12] uses a simple multi-layer perceptron (MLP) to learn the
strength of attention to the feature interactions. Unlike traditional
S. K. Padhi et al.
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tors, it adjusts the importance of products and applies a weighted 
sum. AutoInt [13] uses a multi-head attention mechanism to model 
the different order feature interactions. Recently, attention 
mechanism is widely applied in various domains to increase per-
sonalization, including channel recommendation, resource recom-
mendation for online learners [14–16]. We found these attempts 
very inspiring because the recommendation problem in definition 
already aims to find out the user’s attention.

In the era of data, integrating complex data sources into recom-
mender systems has been intended to supply more information to 
the learning process. However, extracting valuable information 
from these complex objects may be difficult. As discussed until 
here, previous works focused on mining from the recommended 
features, not on finding out the best features to contribute more to 
the mining process. A recent research, FGCNN [17], focused solely 
on feature learning by an automatic process. FGCNN uses 
Convolutional Neural Networks (CNN) to detect local patterns and 
generate new features from their combinations. These attempts 
point out the importance of automated feature learning by 
powerful computers.
2.2. Reciprocal recommendation
The earliest reference to reciprocal recommendation is done by 
Luiz Pizzato et al. [18] as a particular case of recommender sys-
tems. It is originally designed for online dating systems where peo-
ple have the common goal of finding a partner. Finding friends, 
colleagues, communities to follow on social networks; matching 
mentors and mentees for information sharing; or any other match-
ing applications in recommender systems are possible problems to 
solve with the reciprocal recommendation. In such systems, the 
preferences of both users participated are mutually considered and 
satisfied at the same time.

On a social networking website, Ref. [19] presents a method to 
combine both sender and recipient interest with a weighted har-
monic mean. Ref. [20] proposes a content-based recommender for 
online dating (RECON) to predict the reciprocal compatibility of 
user pairs based on their profiles and actions. In their following 
work, RECON is extended to consider both positive and negative 
preferences [21], and collaborative filtering is applied with a 
stochastic matching algorithm [22].

Later approaches focus on graph-based solutions. Ref. [1] mod-
els the correlations of users as a bipartite graph by using both local 
utilities captured by bilateral preferences and global utilities 
extracted from the entire reciprocal network. Then, it proposes a 
generalized framework for a reciprocal recommendation in online 
dating and online recruiting. Ref. [23] takes the reciprocal links in 
the interaction graph into account and performs better in recom-
mending both initial and reciprocal contacts for online dating. Ref. 
[24] formulates the user reply prediction as a link prediction 
problem of social networks. An edge (or link) in the constructed 
network may represent either an initial contact message or a reply 
to an initial contact message. Their reply prediction problem is to 
accurately predict whether a reciprocal link will occur given an ini-
tial contact link between two users and the current bipartite direc-
ted network. They compared several machine learning algorithms 
on this setup using content features from user-profiles and also 
graph-based features from interaction history. CoupleNet [25] 
redefines the problem as a stable relationship recommendation and 
seeks for the long-term and serious relationship instead of finding 
users that might reciprocate to each other. By considering users’ 
attention, CoupleNet creates user representations based on users’ 
social posts, i.e. tweets, and estimates their compatibility using 
cosine similarity.
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Online recruiting where one group of users (candidates) aims to
find a job and another group (companies) aims to find an employee
for their needs is another example application of reciprocal recom-
mendation. As opposite to online dating, online recruiting has
received little attention in the literature. To find out the best
matches in an online recruiting system, Ref. [26] builds two inde-
pendent recommender systems: to recommend candidates to par-
ticular jobs of a recruiter, and to recommend jobs to a particular
candidate. The natural behaviors of users in the system are used
as training data. A recruiter manually labels the candidates as
either a fit or a not-fit for their open positions; on the other hand,
a candidate ranks the jobs to specify how well the position meets
their preferences. Expectation–Maximization is used to build a
prediction model for both recommender systems and achieved a
promising performance on predictions of hiring. In a similarity-
based reciprocal system [27], attributes, explicit and implicit pref-
erences of users are used to strengthen recommendations via a
better similarity calculation between entities. Differently, [28]
adds bidirectional feedbacks to users’ actions to calculate the sim-
ilarity between the job seeker and the recruiter. The response of
the user is considered as positive or negative feedback about the
other user contacted. By using the bi-directional feedback
exchanged between users, the method updates the similarity score
between users and then creates a ranked list for each user based on
similarities. Yet another similarity-based model, MAJORE [29],
reported improved matching performance between jobs and
resumes by using deep neural networks in cold start mode.

In respect to common approaches in the reciprocal recommen-
dation, the proposed systems are either similarity-based or bond-
ing a pair of independent recommended systems for reciprocity.
In this work, we propose a novel approach based on deep learning
methodology that efficiently assembles multiple aspects to have a
compact and viable reciprocal model for online recruiting. As ver-
ified with experiments, jointly learning different aspects not only
empowers overall recommendation quality but also enables learn-
ing from sparse data which is a common case when interactions of
the reacting side are scarcely any or hard to acquire. Additionally, it
is capable of giving explainable recommendations.

One issue that should be tackled in the reciprocal recommenda-
tion is to find a dataset to evaluate your model. For example, in
online recruiting, [1] used Xiamen Talent Service Center data,
and RecSys Challenge in 2017 made XING data available only for
participants. The aim of RecSys Challenge is to identify users that
may be interested in receiving a given job posting as a push recom-
mendation and that are also appropriate candidates for the given
job. However, these are not publicly available to other researchers
due to the company’s concerns. Therefore, as in other reciprocal
recommendation studies, we could report our results on a single
dataset given us under a nondisclosure agreement.
3. Bi-objective deep factorization machine

In the following sections, we first define the problem by intro-
ducing all parameters and representations used in this research,
then present our proposed approach to the problem.
3.1. Problem statement

The problem that is handled in the research and our formula-
tion to solve it by multi-objective learning is given below. The pur-
pose of the reciprocal recommendation is to recommend relevant
job postings to candidates, and relevant candidates to recruiters
for their job postings by maximizing their satisfaction. The primary
indicator of the satisfaction of both sides is to increase the hiring
rate in the dataset. Thus, given the properties of a candidate and
S. K. Padhi et al.



Fig. 1. The framework of the multi-objective learning approach for the reciprocal
recommendation. The details of the data preparation step are given in the following
sections.

Fig. 2. The network architecture of the biDeepFM model. The candidate and
company component share the same input raw feature vector and network layers,
which enables biDeepFM to better learn feature interactions of candidates and jobs
to model the company aspect. The gray and blue circles in the sparse features
represent one and zero entries in the encodings (one- or multi-hot) of raw inputs,
respectively. A normal connection in black refers to a connection with weight to be
learned; a direct connection, red arrow, is a connection with weight 1 by default;
embedding, blue thick arrow, means a latent vector to be learned.

a job posting, a prospering model coherently gives a higher value 
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Suppose the training dataset consists of N instances like
XðiÞ ¼ ðxðiÞ; ycandidate; ycompanyÞ, where i ¼ ½1; . . . ;N�; xðiÞ 2 Rn

x;nx is the
input size, and fycandidate; ycompanyg 2 f0;1g is the associated labels
indicating the interest of the candidate (a.k.a. job-seeker) and the
company (a.k.a. recruiter), respectively. ycandidate is 1 if the candi-
date clicks the job posting of the company, and 0 otherwise. Simi-
larly, ycompany is 1 if the company views the phone number of the
candidate, and 0 otherwise. Requesting the phone number of a can-
didate is assumed as a positive interaction of companies to candi-
dates because it is the only way to contact a candidate for a
possible interview. Besides, there is no mechanism on the recruit-
ing website to collect information from companies about their
preferences since companies are not reluctant to share such infor-
mation. 8i;XðiÞ refers to an interaction between the candidate and
the company through a job posting and xðiÞ is derived from the con-
catenation of features of candidate and job posting. xðiÞ may include
categorical (e.g., gender, provinces, education) and numerical
information (e.g., age). Each categorical field is represented as a
vector of one-hot encoding, or multi-hot encodings if there are
multiple choices, and each numerical field is represented with a
normalized value or a vector of one-hot encoding after discretiza-
tion. Then, assuming xðiÞ is an m-fields input where m refers to the
total number of features in the interaction and all fields are l-
dimensional vectors, each instance XðiÞ is converted to
(xðiÞ; ycandidate; ycompany) where xðiÞ ¼ ½x1; x2; . . . ; xj; . . . ; xm� is an nx-
dimensional vector (Rn

x;nx ¼ m� l), xj is the vector representation
of the j-th field of xðiÞ. Normally, xðiÞ is high-dimensional and extre-
mely sparse. The task of reciprocal recruitment prediction is to
build a prediction model ŷcandidate; ŷcompany

� � ¼ f ðxðiÞÞ to jointly esti-
mate the probability of a candidate applying a specific job posting
in a given context and the probability of a recruiter calling a speci-
fic candidate in the same context, respectively.

3.2. Model

We aim to predict both candidate and company interest while
focusing on the company aspect because companies are the
decision-makers of the recruitment process and also finding a per-
fect match passes through their decisions. For this aim, we propose
a multi-objective learning framework shown in Fig. 1 for the recip-
rocal recommendation on online recruiting platforms. The model
in the framework may be any neural-network-based model that
gets a sparse list of features in an interaction input and creates a
signal referring likelihood of this interaction to become true. By
inheriting this approach, we create a prototype, bi-objective deep
factorization machine (biDeepFM), a wide and deep network that
takes advantage of memorization and generalization capabilities
at the same time. As depicted in Fig. 2, biDeepFM optimizes two
outputs; job recommendation for candidates (ycandidate) and candi-
date recommendation for companies (ycompany). Both objectives
are powered by the same input, embedding layer, and network.
This shared network consists of an FM to learn low-order feature
interactions and a DNN to learn high-order interactions. Its predic-
tion layer can be written as follows:

ŷcandidate ¼ sigmoid yFM þ yDNNð Þ ð1Þ

ŷcompany ¼ sigmoid yFM þ yDNNð Þ ð2Þ
where ŷfcandidate;companyg 2 f0;1g is the predicted interest, yFM is the
output of FM component, and yDNN is the output of DNN component.

for a true match between the pair. Each instance refers to an inter-
action between a candidate and a company through a respective 
job, either a single-acting or a reciprocal interaction.
biDeepFM: A Multi-Objective...
102
The FM component is a factorization machine, which is first
proposed by Rendle [30] to explicitly learn feature interactions
for recommendation. The output of the FM component is calcu-
lated as follows:

yFM ¼ t � f ðXÞ ¼ w0 þ
Xm
i¼1

wixi þ
Xm
i¼1

Xm
j¼iþ1

hvi;vjixixj ð3Þ

hvi;vji ¼
Xl

f¼1

v i;f � v j;f ð4Þ

where w0;8wi and 8v i are the model parameters that have to be
learned. l equals to the embedding-size, m refers to the number of
field and t is just a hyper-parameter to define the trade-off between
the FM and DNN components, but we set t to 0:5 to let them affect
the overall recommendation performance equally. While w0 is the
global bias, wi describes the strength of feature i, so the first sum
(
Pm

i¼1wixi) incorporates the direct impact of features into the model.
xi and v i respectively refer to the sparse features and the dense
latent vector representation (or embedding) of i-th feature, and
hvi;vji is the dot product of v i and v j that models the interaction
between the i-th and j-th features. Hence, the second sum
(
Pm

i¼1

Pm
j¼iþ1hvi;vjixixj) involves the effect of pair-wise interactions

in decision making. After jointly learning embeddings through both
components, hvi;vji is easily computed as in Eq. (4).
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/2 ¼ a2 WT
2/1 þ b2

� �
/1 ¼ a1 WT

1X þ b1

� �
ð5Þ

where 8ai are the ReLU activation functions, except the final an

which is a sigmoid, Wi and bi denote the weight matrix and bias
vector, respectively.

To learn the parameters in our model, we used the following
multi-objective optimization formula which minimizes the cumu-
lative empirical error of the output functions through a set of
shared and task-specific parameters.

min
h;

h

1

;...;hT

XT
t¼1

wtL̂t h; ht
� � ð6Þ

where T is the number of tasks, wt and L̂t respectively are the
weight and the empirical loss of the task t; h and ht refer to the
shared and the task-specific set of parameters. Since the objectives
share the same layers till the end of the network, the task-specific
parameters only comprise the weights of the last layer of the net-
work, which are connected to the sigmoid functions and define
yFM and yDNN in both aspects. To measure the loss per task, we utilize
cross-entropy (a.k.a. LogLoss) metric. The cross-entropy is an error
measure when a network output can be interpretable as an inde-
pendent hypothesis (e.g. interaction between candidate and com-
pany in our case) and the final activation refers to the probability
that the hypothesis might be true. It measures the distance between
the predicted probability and empirical distribution. Over and
above, cross-entropy also deals with the vanishing gradient prob-
lem from which deep neural networks suffer. For binary classifica-
tion problems where targets are either 0 or 1, it is calculated as
follows:

LogLoss ¼ � 1
N

XN
i¼1

yi log ŷið Þ þ 1� yið Þ log 1� ŷið Þð Þ ð7Þ

where yi and ŷi are ground truth of user interest (candidate or com-
pany) and estimated interest respectively, and N is the total number
of training instances. During the training, the model parameters are
updated via minimizing the weighted LogLoss using gradient
descent.

It is worth pointing out that thismodel is capable of learning dif-
ferent order feature interactions by its parameters to be tuned dur-
ing the training. For a feature i, a scalar wi is used to learn its direct
(first-order) impact. This linear part which is represented by an
addition sign in Fig. 2 is a sub-function of the FM component.
The latent vector representation of this feature, v i is fed into both
FM and DNN components, and by doing so, it is utilized to model
second-order and high-order interactions of feature i with other
features, respectively. Relying on the insights of the Wide & Deep
[7], learning low- and high-order feature interactions simultane-
ously is expected to provide advancement over the attempts of
learning either alone. Accordingly, learning aspect-dependent fea-
ture interactions simultaneously by multi-objective learning can
additionally improve the reciprocal recommendation. The effec-
tiveness of multi-objective approach is tested and evaluated in
Section 5.1.

The number of parameters to be learned is completely the same
as the single-objective network of the same architecture because

The output of DNN component is calculated as follows: 

yDNN ¼ ð1 � tÞ �  f ðXÞ ¼  /n

/n ¼ an

�
WT

n/n�1 þ bn

�
·
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the only change in multi-objective network is a sigmoid extension
as output for each objective in Eqs. 1 and 2. Since the two objec-
tives are simultaneously trained without increasing the complex-
ity, multi-objective learning for reciprocal recommendation is
more efficient than single-objective learning of the candidate and
company aspects. The efficiency is investigated in Section 5.2.

The advantage of having an FM component to traditional
approaches is the ability to work better, especially on sparse data-
sets. Previous methods before the emergence of factorization
machines need to have both features i and j in a training instance
at least once to learn the impact of their interaction. If they do not
appear together even for once as is quite often in sparse datasets,
their relation stays unknown and thus degrades the prediction per-
formance. FM can train the relevant latent vectors whenever i or j
appears in instances with no dependency over each other, then
easily measure their relation by an inner product of their latent
vectors v i and v j. Moreover, by means of explicit learning, it offers
explainability as discussed in Section 5.3 and gives insights about
user’s decisions.

Reciprocity is the primary consideration in our approach since
the proposed multi- objective learning jointly models the interests
of both sides. Furthermore, by offering candidates to the jobs that
they have a higher chance of being hired and directing candidates
to the jobs that they will be interested in, our approach aims to
decrease the number of false attempts on the recruitment process
and to increase the hiring rate. Thus, this approach can help to can-
didates and recruiters by filling their capacity only with true
matches without intervening in their limited-activity habit.

Two types of interaction are concurrently used in learning, and
so the valuable information exists here intensify each other. Spar-
sity makes a challenge for many recommendation problems, but
our model can help to alleviate sparsity by concurrent use. How
we tackle the sparsity in our problem is explained in Section 4.1.
4. Experimental setup

4.1. Dataset statistics

The online recruiting dataset used in our study is obtained
through a collaboration with Kariyer.Net, the largest online recruit-
ing website in Turkey. Candidates use Kariyer.Net to find a suitable
job, and recruiters use Kariyer.Net to find the right candidate for a
job on behalf of their companies. We evaluate the effectiveness and
efficiency of our proposed model on a dataset constructed of user
profiles, job postings and user behaviours on this website in a lim-
ited time frame. Table 1 gives a brief summary of the dataset. Sin-
gle links refer to the initial interaction of candidates (e.g. applying
for a job); the positive interactions of recruiters (e.g. viewing can-
didate’s phone number) are called reciprocal links.

As can be seen above, reciprocal links are extremely sparse in
comparison to the number of candidates and jobs in the system.
To model company interest and recommend favorable candidates
to their recruiters is not feasible when only the known positive
interactions of companies are used. Note that getting feedback
directly from companies is not an option for the Kariyer.Net web-
site since the recruiters leave the system once they get enough
information to reach out to promising profiles, like the phone num-
bers of candidates. Therefore, positive interactions are extracted
from the recruiters’ behavior on the system by inference and
domain knowledge, but yet an inadequate amount of feedback.
Our multi-objective approach to the problem lets us model com-
pany interest even with a small amount of information by boosting
the company feedback with the candidate feedback, which is com-
paratively generous.
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Dataset Candidate# Job# Single-links# Reciprocal-links#

Kariyer.Net 20,283 16,134 383,434 9,081

Table 2
Features in the dataset.

Feature (candidate) Feature (job) Feature type Representation

id id categorical one-hot encoding
military service gender
work status hidden posting

gender position type
driving licence language

driving licence

education education categorical multi-hot encoding
faculty military service

university industries
province provinces

age min experience numerical fxj0 6 x 6 1g
max experience
position level
hiring capacity

Table 1
The summary of the dataset.
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4.2. Dataset preparation

The dataset consists of numerical and categorical data types. To
make its features meaningful and applicable for the recommenda-
tion task, we first applied some preprocessing steps, such as noise-
cleaning, we then performed feature transformations Depending
on the implementation details varying between the versions of
the online recruiting website, there are many outliers and missing
information in the data. We removed such outliers from the data
and filled missing information with a common appropriate value
per feature to indicate its loss. All features are transformed into
proper representations in regard to their types. After preparation,
each feature becomes a part of the input to the model, such as
xm given in the problem statement (Section 3.1) and shown in
the illustration of the prototype (Fig. 2). Features that exist in the
dataset are listed in Table 2 along with their types and representa-
tions as a reference for the rest of the paper. Apparently, a feature
listed in the candidate’s side is an attribute of candidates, while job
features define desired attributes of candidates for a specific posi-
tion. Feature names already give their semantics, however, some of
them may be confusing and we would like to make them compre-
hensible. For instance, ‘‘military service” can be a single status
entry for candidates, i.e. completed, unfinished, whereas companies
may ask for multiple options, and ‘‘hiring capacity” refers to the
number of employees to be hired for a specific job posting. For nor-
malization of numerical values that are measured on different
scales, outliers are removed by considering their statistics, then
they are adjusted to the ½0;1� scale.
Table 3
Occurrence statistics of features along with the number of represented categories (‘‘length

Object Feature Max

jobs education 12
provinces 82
industries 6

military service 4

candidates education 2
faculty 7

university 6
province 5
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Neural networks, as well as many other machine learning algo-
rithms, require numeric input and output variables. To that end,
the most primitive solution to use categorical features is to trans-
form them into integer labels, a.k.a. integer encoding, where each
category is represented by unique numbers. However, integer val-
ues have ordinal relationships between each other, whereas no
such relation exists in categorical variables, so the learning process
may result in poor performance. Therefore, we converted categor-
ical features into one-hot or multi-hot representations that work
better with learning algorithms. Depending on our implementa-
tion, the dense embedding layer gets a list of categories from
one-hot and multi-hot sparse features as its input. In order to feed
the dense embedding layers with inputs in equal length, we had to
limit the number of represented categories per multi-hot feature
based on the occurrence statistics given in Table 3.
4.3. Negative sampling

In some applications of recommender systems such as job rec-
ommendation and music recommendation, users do not reflect
their negative preferences since the system is designed to allow
positive interactions only. While there are some exceptional algo-
rithms working fine with binary data, in many studies negative
interactions have been artificially generated by inference to benefit
from a wide range of algorithms in the literature [31]. As our orig-
inal dataset as well contains positive instances only which means a
true interest between a candidate-company pair, we sampled two
negative instances per positive instance to ensure the generaliza-
tion capability of the predictive model as is applied in [9]. For
the interest of candidates, we randomly sampled two jobs that
the candidate has not applied yet; for the interest of companies,
we randomly sampled two candidates that have not been called
yet for their jobs. The target value of 0 is assigned to each negative
instance in sampling while positive instances already have the tar-
get value of 1. By this means, cases that ðycandidate; ycompanyÞ ¼ ð0;0Þ
are added for the candidate interest; and cases that
ðycandidate; ycompanyÞ ¼ ð1;0Þ for the company interest.
4.4. Evaluation protocols

We randomly divided the dataset into three parts of training
(70%), validation (10%) and test (20%) as in many studies. The train-
ing set is used for training the models, the validation set is used for
hyper-parameter tuning and the test set is used for performance
reporting. To evaluate the performance of different models in
terms of effectiveness, we adopted two popular metrics used in
previous researches [13,8,6,17]: (1) LogLoss defined by Eq. (7)
and (2) Area Under ROC (AUC).
”) for each multi-hot feature.

Mean Std Length

4.1100 2.2337 6
2.5023 8.5675 10
1.4352 0.9516 2
1.4525 0.6708 2

1.0381 0.1913 2
1.3930 0.6402 2
1.3644 0.5945 2
1.0390 0.2041 2
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� LogLoss or binary cross-entropy is an indicator of the diver-
gence of prediction probabilities from actual labels. This proba-
bility is a value ranging from 0 to 1, and a label is a binary value.
The ambition here is to minimize LogLoss, which is an indicator
for lower generalization error in real-world applications.

� AUC gives the probability that a binary classifier gives a ran-
domly chosen positive test instance a higher score than a ran-
domly chosen negative test instance. A higher AUC indicates
better performance.

AUC and LogLoss are more convenient than precision and recall
when the output of the model is a value indicating the likelihood of
the given data record to belong to a certain class. For computing
precision and recall, the probabilities are converted to class labels
depending on a user-defined threshold and the choice of the
threshold may drastically affect the results. However, AUC and
LogLoss have the advantage to avoid such user-defined thresholds.

To evaluate the baseline models for their efficiency, we used the
time spent during training and testing, and the speedup constant
which is calculated by the following formula:

speedup ¼ tsingle objective

tmulti objective
ð8Þ
5. Performance results

We compared 7 baseline models and their multi-objective ver-
sions in our experiments, which are implemented with Ten-
sorFlow,1 and trained with Adam optimizer [32] which employs an
adaptive learning rate for faster convergence. We set the embedding
dimension of features to 8 in all experiments for a fair comparison.
The details of the compared models are given below.

� PNN [6] consists of an embedding layer to learn a dense repre-
sentation of the categorical data, a product layer to capture
interactive patterns between the learned embeddings of cate-
gorical fields, and a series of fully connected layers to explore
high-order feature interactions. It concatenates the products
of embedding pairs to feed succeeding MLP layers. The product
layer of PNN combines two types of products: the inner product
(IPNN) and the outer product (OPNN).

� DeepFM [8] improves Wide&Deep [7] by replacing the linear
part with an FM. Both deep and wide parts share the same
embedding layer, so they contribute to each other on learning
feature representations. DeepFM does not need a pre-trained
FM to initialize the embedding vectors as in [10]. Embedding
vectors are learned in an end-to-end fashion.

� DCN [33] combines a cross-network with a deep neural network
to avoid task-specific feature engineering. The cross-network
explicitly learns low and high dimensional feature interactions.
The output of cross and deep networks are concatenated, then
the concatenated vector is feed into a fully connected layer to
get the prediction probability.

� AFM [12] is a special case of FM which pays attention to the
impacts of feature interactions on predictions. Thus, while tra-
ditional FM uniformly sums the inner product of embedding
vectors, AFM applies a weighted sum of feature interactions.
The weights are learned by a simple neural network, then
assigned to the relevant feature interactions.

� NFM [9] uses a bi-interaction pooling layer to utilize the linear-
ity of FM in modeling second-order feature interactions, and
also a neural network for its non-linearity in modeling higher-
order feature interactions after bi-interaction pooling. Similar
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to Wide & Deep, it has a linear interaction part, and its output
logit is added to the output logit of the neural network to get
the prediction probability.

� AutoInt [13] uses interacting layers to model the different order
feature interactions via a multi-head attention mechanism. For
each interacting layer, high-order features are combined
through the attention mechanism, and the multi-head mecha-
nism maps the features into various subspaces. By stacking
multiple interacting layers, different orders of feature interac-
tions can be modeled.

� FGCNN [17] is one of the latest CTR prediction approaches
which gives promising results and most likely to be the state-
of-the-art model in the area. It consists of two components:
Feature Generation and Deep Classifier. Feature Generation
leverages the strength of CNN to detect local patterns and
recombine them to generate new features. Deep Classifier
adopts the structure of IPNN to learn interactions from the aug-
mented feature space.

� biDeepFM is a prototype of our proposed multi-objective neural
network model for reciprocal recommendation. The details of
the model are given in Section 3.2. The same multi-objective
learning approach can be easily applied to other neural
network-based solutions as we already tested and reported in
the following sections for all listed models above. Besides the
effectiveness (see Section 5.1) and the efficiency (see Sec-
tion 5.2) of biDeepFM, it takes advantage of its FM part for
explainability (see Section 5.3), and also has the high-order fea-
ture learning capability by its DNN part.

All tests are carried out over AmazonWeb Service (AWS) virtual
machines. The used machine is a p2.xlarge instance with 4 core
Intel Xeon (E5-2686v4) CPU, 61 GB memory and one NVIDIA K80
GPU. The model parameters are learned via backpropagation. To
prevent overfitting and also long-running time for training, early
stopping is applied with patience, which defines the number of
epochs to wait before early stop if no progress on the validation
loss. The patience is set to 3 in all our tests, and by means of call-
backs, the most successful state is restored and used for testing.

Before starting to compare our multi-objective approach to the
baselines, we would like to test how biDeepFM works as a whole
architecture since it combines two components, FM and DNN, to
benefit from both memorization and generalization. For this pur-
pose, we first trained the FM and the DNN components alone as
complete reciprocal recommender systems with our proposed
multi-objective approach. We then compared their performance
to the biDeepFM model, which is already multi-objective. They
underperformed than biDeepFM (see Table 4) in a way to convince
us to combine linear and deep models to improve recommenda-
tions as expected [7,8]. In job recommendation, understanding
user’s taste is much more complicated than the other domains like
movie, application or partner recommendation because the under-
lying reason to apply/hire or not to apply/hire may depend on
diverse parameters that we can even not think about and/or do
not exist in input data. For instance, the candidate’s decisions
may depend on their partners, families, and even friends; compa-
nies may include their current financial status or even temporary
political situations to their selection criterion. Therefore, this
domain requires more generalization than memorization when
compared to others. The experiment shows that DNN outper-
formed than FM and supports this claim.

Cold-start is one of the biggest considerations in recommender
systems, and content helps to alleviate this problem for new com-
ing items/users. Although we are not directly focusing on the cold-
start problem in this research, we expect to overcome this in all
models that we have compared with the help of content. Depend-
ing on how we define the problem (see Section 3.1 for details),
S. K. Padhi et al.



Candidate Company

Architecture Log Loss AUC Log Loss AUC

FMy 0.4323 0.8633 0.0389 0.8394

DNNx 0.3172 0.9303 0.0316 0.9287

biDeepFM 0.3083 0.9351 0.0311 0.9348

Fig. 3. AUC and LogLoss changes of biDeepFM by different embedding dimensions.

Table 5
Comparative results in terms of Log Loss and AUC metrics.

Candidate Company

Method Log Loss AUC Log Loss AUC

PNN 0.3023 0.9397 0.0330 0.9098
DeepFM 0.3078 0.9353 0.0354 0.8788
DCN 0.3083 0.9350 0.0345 0.8928
AFM 0.5062 0.7976 0.0411 0.7785
NFM 0.3889 0.8968 0.0353 0.8827
AutoInt 0.3038 0.9381 0.0347 0.8975
FGCNN 0.3028 0.9395 0.0332 0.9121
biDeepFM 0.3083 0.9351 0.0311 0.9348

Table 4
Comparative results of architecture selection for our multi-objective approach. y and x
are simplified architectures by removing a component from the prototype in Fig. 2.
DNN for y and FM for x, respectively.
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every instance in the dataset basically refers to an interaction rep-
resented by content features, and the models try to predict if there
will be an interaction between a given user-item pair. Thereby, the
models make use of historical and content data to have variety
(globalization) and consistency (localization) in the recommenda-
tion. We conducted an experiment to see how much we can
improve our model by adding content, so we trained biDeepFM
with ids only and with all the features mentioned in Table 2. When
the content is included into the system, AUC is increased by 5.23%
(from 0:8886 to 0:9351) for the candidate aspect, ycandidate, and by
4.97% (from 0:8905 to 0:9348) for the company aspect, ycompany;
and LogLoss is decreased by 23.00% (from 0:4004 to 0:3083) for
ycandidate and by 18.80% (from 0:0383 to 0:0311) for ycompany. The
results meet the expectation and approve the previous works
[34] in the literature.

We adapted the architecture used in [8] to create our prototype,
however, we also tested the various embedding dimensions to bet-
ter fit this architecture into our domain. Fig. 3 shows the change in
performance by embedding dimension on reciprocal job recom-
mendation problem. The results are inclined to increase with
higher embedding dimension. While AUC is more sensitive to these
changes, LogLos is more stable.
biDeepFM: A Multi-Objective...
106
5.1. Effectiveness of multi-objective learning

Table 5 shows the predictive performance of all listed models
above in terms of Log Loss and AUC. For each compared model to
biDeepFM, two independent models are trained and tested: a can-
didate interest model and a company interest model. Then, their
performance is compared to the biDeepFM model, which is simul-
taneously trained to model both candidate and company interests.
All models except AFM and NFM perform similarly on candidate
interest predictions, whereas biDeepFM has better performance
on company interest. Note that in reciprocal recommendation final
decision-maker is much more important because it defines the
reciprocity in relation. Therefore, even if we could not improve
the candidate model, we have an insight that our model is capable
of recommending more convenient jobs to candidates. If we had
the chance to interactively collect true labels after our recommen-
dations, the performance evaluation of the candidate model would
be more meaningful. Seemingly, multi-objective learning is com-
petitive as much as single-objective on candidate interest but far
better than it on company interest with an advantage of less effort.
Despite the limited number of positive samples for company inter-
est, it is very promising that our approach could improve the recip-
rocal recommendation performance.

In reciprocal recommendation, how to optimally balance the
interest of both sides remains open and depends on the domain
[35]. Even though the interest models are not independent in our
approach, we conducted a set of experiments to learn the empirical
importance of both objectives. Fig. 4 shows the performance
changes of company and candidate interest models by adjusting
the weight of the company model. The weight of the company
model defines the trade-off between the two objectives. When
the weight of the company model is set tow, the weight of the can-
didate model automatically turns into ð1�wÞ. Since each objective
contributes to the learning of embeddings, a balanced combination
of two objectives gave the best performing results. Moreover, lis-
tening to company interests only, i.e., in the case of w ¼ 1, results
in degrading the performance of the company interest model as
well (see the slight decline in AUC in Fig. 4a). As the cumulative
success is aimed to satisfy both parties, we adopted equal weight
for the models in further experiments.

We also reported a group of experiments to evaluate the effect
of multi-objective learning on company interest for all baselines in
Table 6. Please note that biDeepFM is the multi-objective model of
the DeepFM baseline, therefore the company model performance
of our prototype given in Table 5 is identical to the multi-
objective performance of DeepFM here. For each baseline, we cre-
ated an output layer with two sigmoid functions, one for the can-
didate interest and one for the company interest; and then made
the proper connections to the shared network which originally
serves as a one-directional recommendation system. This group
of experiments verifies that the multi-objective learning approach
perfectly fits in the reciprocal recommendation problem. By multi-
objective learning, each model is improved, ranging from 2.63% to
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Fig. 4. (a) Performance of company interest model, and (b) Performance of
candidate interest model. AUC and LogLoss changes by the weight of company
interest model.
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6.37% on AUC metric and up to 12.15% on Log Loss. Even though
PNN and FGCNN respond slightly better to multi-objective learning
in this setup, they both are computationally expensive models (see
Section 5.2) and furthermore FGCNN does not offer explainability
discussed further in Section 5.3. Due to their weaknesses against
the recent incline moving forward to lightweight and transparent
recommender systems and depending on the percentage improve-
ments on Log Loss and AUC, the most effective results have been
obtained by biDeepFM.
Table 6
Comparative results of single-objective and multi-objective company models in terms of L

Method Single-Objective

(company) Log Loss AUC

PNN 0.0330 0.9098
DeepFM 0.0354 0.8788
DCN 0.0345 0.8928
AFM 0.0417 0.7785
NFM 0.0353 0.8827
AutoInt 0.0347 0.8975
FGCNN 0.0332 0.9121
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5.2. Efficiency of multi-objective learning

Table 7 shows the running time of all considered models during
their train and test phases in HH:MM:SS format. Because single-
objective learning requires two independent training operations to
perform reciprocal recommendation, we keep track of train and test
times forbothmodels, then sumthemup tofindout the total elapsed
time. The total elapsed time for the models is compared to the
elapsed time of the relevant multi-objective model in one-shot.
We also defined a speedupmetric given in Eq. (8) tomake a fair com-
parison of the model efficiencies. The speedup is shown along with
the elapsed training and test time in Fig. 5. AFM not only had the
weakest prediction performance on both candidate and company
interestmodels in the comparison in Table 5 but also result in unde-
sirable long running time. Despite their remarkable success, PNN
and FGCNNdidnot show the sameperformance on time complexity.
While FGCNN has the heavy burden of feature generation compo-
nent consisting of many convolution layers, PNN has inefficient
inner product operations, which slowing it down. DeepFM and
DCN show similar performance while NFM and AutoInt need a bit
more time. Actually, thesemethods require reasonable running time
for both training and testing, even so, multi-objective learning
results inalmost two times faster running times for all baselinemod-
els. This makes the multi-objective learning approach once more
meaningful for reciprocity in recommendation, especially for online
platforms, which requires instant results.
5.3. Explainability of the proposed method

As we mentioned before, the FM component of our proposed
method allows us to investigate the effect of feature interactions
in depth. During the training, the latent vector representation of
features (e.g. v i) are jointly learned by FM and DNN components.
After the learning process, we extracted the embedding weights
of each feature, then pair-wisely multiplied them to calculate the
interaction strength of the relevant features. Since our inputs
(sparse features) consist of non-negative values only, the direction
of the multiplication is used to determine the direction of their
interaction. As expected, we observed that the strongest correla-
tions are between the user and item features that share the same
information, for instance, the gender of the candidate (u_gender)
and the gender requested in job requirements (i_gender). We omit-
ted these interactions for simplicity and listed the top-10 strongest
correlations in Table 8.

The strongest correlations are in this group of user features:
{u_gender, u_driving_licence, u_military_service}. Based on the
domain knowledge that we have in the recruiting process in Tur-
key, we can say that the combination of these features defines
the non-desk jobs. Unfortunately, the job positions which require
vehicle use are always thought suitable only for men in Turkey.
So, this explains why these three user features are in high correla-
tion in our dataset. The same behavior can be seen from the inter-
actions of the user and item features in the same type (gender,
og Loss and AUC metrics. * symbol refers to our proposed biDeepFM model.

Multi-Objective

Log Loss AUC

0.0310/-6.06% 0.9373/3.02%
0.0311*/-12.15% 0.9348*/6.37%
0.0309/-10.43% 0.9333/4.54%
0.0416/-0.24% 0.8006/2.84%
0.0348/-1.42% 0.9093/3.01%
0.0311/-10.37% 0.9333/3.99%
0.0300/-9.64% 0.9361/2.63%
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Single-Obj. Multi-Obj.

Model Phase Cand. Comp. In-Total One-shot

PNN Train 00:25:39 00:21:16 00:46:55 00:25:28
Test 00:00:23 00:00:19 00:00:42 00:00:20

DeepFM Train 00:03:17 00:02:15 00:05:32 00:03:52
Test 00:00:02 00:00:02 00:00:04 00:00:02

DCN Train 00:02:54 00:02:28 00:05:26 00:03:33
Test 00:00:02 00:00:02 00:00:04 00:00:02

AFM Train 00:22:35 00:22:45 00:45:20 00:24:00
Test 00:00:05 00:00:05 00:00:10 00:00:03

NFM Train 00:04:40 00:03:37 00:08:17 00:05:48
Test 00:00:05 00:00:05 00:00:06 00:00:06

AutoInt Train 00:09:12 00:07:18 00:16:30 00:08:20
Test 00:00:08 00:00:08 00:00:16 00:00:08

FGCNN Train 00:57:04 01:02:37 01:59:41 00:50:12
Test 00:00:41 00:00:52 00:01:33 00:00:50

Fig. 5. Elapsed training and test time by method and learning type, and achieved
speedup by the multi-objective approach. Speedup, the efficiency metric which is
introduced in Eq. (8), is the ratio of time spent in single- and multi-objective
approaches.

Table 8
The top-10 strongest correlations. Note that u_ and i_ prefixes refer to user and item,
respectively. $ refers to bidirectional interaction.

Feature-i Feature-j Strength-of-correlation

u_gender $ i_driving_licence 7.96e�03
u_driving_licence $ i_military_service 7.24e�03
u_driving_licence $ i_gender 4.34e�03
i_driving_licence $ i_military_service 1.40e�03
i_driving_licence $ i_gender 1.36e�03
u_work_status $ i_position_type 1.35e�03
i_gender $ i_military_service 1.08e�03
u_military_service $ i_gender 9.88e�04
i_driving_licence $ i_gender 8.93e�04
u_driving_licence $ i_hidden 6.84e�04

Table 7
Elapsed training and test time of models (HH:MM:SS).
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driving_licence, and military_service). The next outcome of this
experiment is the correlation between the work status of the user
and the position type of the job. We surmise that companies invite
candidates according to their current work status for some certain
type of positions, for instance, an unemployed candidate may be
more favorable for a full-time position than a candidate currently
working at a part-time job. Similarly, based on embedding weights,
critical features or feature interactions can be extracted for certain
biDeepFM: A Multi-Objective...
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jobs or candidates. Hereby, a recommender system may be tuned
by using such information to direct candidates to convenient jobs
that can hire them or the other way around. We suggest this to
increase the recruitment rate in the system.
6. Conclusion & future work

In this work, we proposed a multi-objective learning approach
that perfectly fits into reciprocal recommendation problems. We
tested our approach on an online recruiting problem. We observed
valuable improvements over traditional single-objective models
besides speeding up the process two times. Our prototype model
biDeepFM achieved 12.15% improvement on Log Loss and 6.37%
on AUC over its counterpart. We applied multi-objective learning
on many state-of-the-art networks, which recently proposed for
item prediction problems, such as CTR prediction. Our approach
in almost all of the compared algorithms had tangible improve-
ments. The reason for selecting DeepFM as a base method to create
biDeepFM was that even though some of the other algorithms are
highly competitive, they are either solely implicit learning or com-
putationally expensive methods. Moreover, biDeepFM offers
explainability by means of its FM part. Depending on the feature
interactions, recommender systems can offer more insight to can-
didates about companies’ preferences. This insight may direct job
seekers’ interest in the positions which are more probable to be
hired or the other way around.

In future work, we will explore representations of user and item
by using independent connections from their embedding layer to
an additional representation layer, so that we can investigate the
accordance of user-item pairs in detail. Besides, we are interested
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orecast electricity demand in commercial building with machine learning
odels to enable demand response programs
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A B S T R A C T

Electricity load forecasting is an important part of power system dispatching. Accurately forecasting electricity
load have great impact on a number of departments in power systems. Compared to electricity load simulation
(white-box model), electricity load forecasting (black-box model) does not require expertise in building
construction. The development cycle of the electricity load forecasting model is much shorter than the design
cycle of the electricity load simulation. Recent developments in machine learning have lead to the creation of
models with strong fitting and accuracy to deal with nonlinear characteristics. Based on the real load dataset,
this paper evaluates and compares the two mainstream short-term load forecasting techniques. Before the
experiment, this paper first enumerates the common methods of short-term load forecasting and explains the
principles of Long Short-term Memory Networks (LSTMs) and Support Vector Machines (SVM) used in this
paper. Secondly, based on the characteristics of the electricity load dataset, data pre-processing and feature
selection takes place. This paper describes the results of a controlled experiment to study the importance
of feature selection. The LSTMs model and SVM model are applied to one-hour ahead load forecasting and
one-day ahead peak and valley load forecasting. The predictive accuracy of these models are calculated based
on the error between the actual and predicted loads, and the runtime of the model is recorded. The results
show that the LSTMs model have a higher prediction accuracy when the load data is sufficient. However, the
overall performance of the SVM model is better when the load data used to train the model is insufficient and
the time cost is prioritized.
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1. Introduction

There are many driving factors that make accurate electricity load
forecasting models a pertinent issue, the most obvious and pressing of
which is climate change. Carbon emissions are one of the most signifi-
cant driving forces of climate change and with data being published [1]
that shows carbon emissions rates are increasing, a solution is urgently
eeded. Emissions from electricity generation account for the 25% of
he whole worldwide emissions [2]. Because of physical limitations in
toring electricity, the production, transmission, and consumption of
lectricity must be carried out simultaneously with its demand [3],
herefore the power supply and power consumption need to maintain
dynamic balance.

Considering buildings accounted for an estimated 41.1% of primary
nergy and 74% of the electricity, the necessity for accurate energy
rediction models for buildings is obvious. According to [4], more
han 25% of the 713 GW of the U.S electricity demand in 2010 could
e dispatchable, meaning created and used on demand if buildings

could use advanced building energy systems and employ advanced
forecast techniques. This is massively appealing, not only because it
will slow down climate change, which is projected to wreak irrevocable
damage to the planet, but also partly because of the financial incentive
tied to lowering carbon emissions for governments. The Effort Sharing
Regulation [5] adopted by the European Union in 2018 sets out to
lower carbon emissions across the EU by 30% before 2030. Under
this regulation, if targets are not met for one member state, one
available option is to buy carbon credits from member states who have
exceeded their goals. Therefore, there is not only financial incentive
for governments to reach their emission goals, so as to not have to pay
for extra carbon credits, but also to surpass expectations and generate
revenue through selling surplus carbon credits.

On a more demand node level, the introduction of accurate short
term electricity forecasting will allow building operators to save money
as they are no longer paying to offset wasted energy which could have
been dispatched on-demand instead. Amidst the backdrop of climate
Forecast Electricity Demand in Commercial... 110
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o see why the pursuit of an accurate, scalable, and complete energy
rediction solution is desirable. Accurate electricity load forecasting
ontributes to the supply demand stability of the power grid and
t can provide a reference for the planning and operation of power
ystems [6], often through demand response programs. Demand Re-
ponse (DR) is one of the Demand Side Management (DSM) measures
hat has been promoted as a mechanism to increase the percentage
f renewable energies in the system [7]. It is defined as ‘‘changes
n electricity use by demand-side resources from their normal con-
umption patterns in response to changes in the price of electricity
r to incentive payments designed to induce lower electricity use at
imes of high wholesale market prices or when system reliability is
eopardised’’ [8]. A DR signals by a demand response aggregator or
rasmission System Operator (TSO), triggers the intentional reshape of
he electricity demand profile. The variation can be measured as level
f instantaneous demand or total electricity consumption deferred. DR
ssets can dynamically change the electricity demand curve, provid-
ng peak shaving, frequency control, load shifting and load forcing
easures [9].

Therefore, predicting peak demand and short term forecasts could
upport energy management systems devices to actuate optimal strate-
ies during demand response events [10]. Depending on the time
eriod, electricity load forecasting can be divided into four types,
hich are very short-term, short-term, medium-term and long-term

oad forecasting [6,11].

• Very short-term load forecasting (VSTLF) focuses on electricity
load within 1 h in the future. It is mainly used for real-time safety
analysis of power systems and monitoring the operation of power
equipment [12].

• Short-term load forecasting (STLF) refers to one-day ahead and
one-week ahead load forecasting. In the four types of electricity
load forecasting, STLF has important practical significance, which
can help with electricity dispatching and management in power
systems [13,14].

• Medium-term load forecasting (MTLF) focuses on predicting elec-
tricity load in the coming weeks or months. It is used for the
operation and maintenance of power systems [15].

• Long-term power load forecasting (LTLF) is used for long-term
planning of power systems. It is mainly used to predict the
electrical load for the next year or even years. [16].

The work described in this paper focuses on STLF, which is an
ntegral part of the smart grid in order to estimate the future electricity
oads accurately and minimize errors between actual and predicted
oads, which can help to improve the utilization of power generation
quipment and the effectiveness of economic dispatch [14]. Predictive
nergy demand techniques for buildings can be broadly divided into
hite-box model and black-box model [17]. The former is physics-
ased model, which requires expertise in the field of building. The
hite-box model uses building energy simulation software with a set of
etailed physical rules and building information to generate electrical
oad data [18]. The latter is used to find the correlation between elec-
rical load and historical load data [3]. It is also known as a data-driven
odel, which does not require physical information about the building,

ut requires sufficient historical data [19]. Recent research is focused
n exploring predictive techniques for electricity demand, targeting
mproving the accuracy of forecast results, whether using white-box
odel or black-box model. The white-box model is an essential tool

or calculating and analyzing the building energy load and has been
idely used [20]. The core of the white-box model is to transform

he basic physical characteristics of the building into corresponding
imulations [21]. If most of the detailed building information and en-
rgy transfer processes are considered in the BES model, the prediction
ccuracy of these models is high. However, some detailed data may not
 c
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e available to the user during the simulation process, resulting in poor
rediction performance [22]. The white-box model is computationally
xpensive and has a long development cycle. Many researchers have
ried to simplify the white box model, however, the simplifications
annot solve the above problems and are prone to errors [21]. The
lack-box model predicts the electricity load by learning from historical
oad data and some external factors. It can avoid the inadequacy of
he white-box model given that detailed building information is not
equired [22]. In addition, the high stability and accurate prediction
f the black-box model is also the reason why the increasing number
f research is taking place [19]. In the early stages of black-box model
evelopment, traditional forecasting methods for modeling electricity
oad through stochastic processes are widely used. They are the easy-to-
se predictive methods that associate electricity load data with impact
ariables. Kalman filter [23], Time series analysis [24] and statistical
egression [25] are typical representatives of such methods. These
lgorithms have the advantages of fewer parameters, lower computa-
ional complexity, and greater interpretability. They are able to achieve
ood forecast results when dealing with highly stable, periodic elec-
ricity load datasets. With the rise of machine learning, many network
tructures and training algorithms have emerged. These algorithms
ave powerful learning capabilities and the ability to handle complex
onlinear functions to adapt to the complex influencing factors [26].
urrently, among the most common technologies for electricity forecast
here are Artificial Neural Networks (ANNs) [22] and Support Vector
achines (SVM) [27]. In [28], Support Vector Machines (SVM) are

ighlighted as the most accurate option for forecasting electricity load,
ith similar levels of complexity and accuracy of deep neural networks.
upport Vector Machines (SVM) do suffer from some disadvantages
ot seen in ANNs such as low running speed. This is an issue, most
otably in projects with large scope. Unfortunately this is a widespread
ssue with models which are accurate to a fair degree requiring a
arge computer memory and processing or computation time [29]. The
pside of using Support Vector Machines (SVM)s is that they require
ew inputs, so this means the feature selection process is easier. They
re also notable for having a relatively simple training process due to
equiring a few inputs as mentioned earlier [21]. Statistical regression
odels are a prominent option for forecasting electricity load. These
odels are beneficial for evaluating the importance of potential inputs

or models but struggle with short term predictions, with a relatively
arge amount of inaccuracy in this field.

A hybrid model is proposed [30] based on improved empirical mode
ecomposition (IEMD), autoregressive moving average (ARIMA) and
avelet neural network (WNN). The model is said to perform better

n comparison to SVMs based upon case study data from America
nd Australia and can provide a robust, stable and accurate prediction
esult. A method is introduced [31] based on Gaussian Process Regres-
ion (GPR) which also incorporates physical insights about load data
haracteristics. It achieved an accuracy of up to 94.38% and 99.26% for
ong- and short-term forecasting, respectively, although interestingly as
raining data and forecast length increased, so did prediction error.

A new framework based on Long Short-Term Memory (LSTM) Net-
ork moving window-based technique is described by [32]. LSTMs
re a form of Recurrent Neural Network, which excel at time-series
orecasting due to ‘‘maintaining a memory cell to determine which
nimportant features should be forgotten and which important features
hould be remembered during the learning process’’. This approach is
aid to outperform regression models, Support Vector Machines and
rtificial Neural Networks. Recurrent Neural Networks can be used to
redict electricity demand efficiently. There are numerous advantages
uch as handling non-linear complexities, minimum prediction errors
nd ease of generalization. Research into Long Short Term Memory
LSTM) shows promise, with many studies being conducted to show
he efficacy of the model in handling time-series [32–34]. One such
tudy cites the use of Convolutional Neural Network (CNN) layers in
onjunction with LSTM layers as a method of improving accuracy [34].
P. Dehury et al.
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longside CNNs to make proven accurate predictions using time-series
ata makes them a model for consideration.

The aforementioned papers reproduce and improve the forecast
odels’ accuracy using LSTM methods and compare with the perfor-
ance of ANN and SVM on historical energy demand dataset. In the

iterature, the applicability of the methods on existing demand response
rograms is limited. The novelty of the current work is the use of

the forecast models to predict both the electricity demand, daily peak
load and valley load to dynamically optimize the local generator, the
thermal storage and the demand for a new highly efficient commercial
building equipped with advanced control systems, which is also a
demand response unit. Additionally, the work explores the model’s
daptability through multiple cases — on one-hour ahead load forecast-
ng and one-day ahead peak and valley load forecasting that could be
sed to schedule demand response measures in response to grid signals.
uch an objective has been validated comparing the performance of
orecasting techniques and adapt the test cases for specific demand re-
ponse programs such as day-ahead scheduling, and secondary reserve
ime resolution. The effects of outliers’ processing and feature selection
n prediction accuracy are also discussed. The paper is organized
s follows: Section 2 provides the principles of these two common
orecasting methods Artificial Neural Networks (ANNs) and Support
ector Machines (SVM) for STLF. An overview of the experiment is
rovided in Section 3. Section 4.1 describes the commercial building
sed for the experiment. Section 4 denotes the experimental setting,
ataset details, and evaluation metrics. The experimental results are
iscussed in Sections 5 and 6 summarizes the work described in this
aper.

. Background work

.1. Artificial Neural Networks

The design of ANNs is inspired by the structure of the human
rain [21]. Typically, ANNs consists of the input layer, the hidden
ayer, and the output layer. Each layer contains multiple neurons
nd their corresponding activation functions. Multiple hidden layers
an improve the ability to handle non linearities, making them more
ccurate for electricity load forecasting [22]. The Recurrent Neural
etworks-based model has become an important technique for dealing
ith nonlinear and short-term dependence in sequence data in recent
ears [35]. However, during model training, the multiple uses of matrix
ultiplication lead to gradient disappearance or explosion.

Long Short-term Memory Networks (LSTMs) technique is a special
ype of RNNs. It retains the recursiveness of RNNs while having selec-
ive memory. The LSTMs avoids the problem of gradient disappearance
nd gradient explosion through the forgetting mode [36]. Like other
eural network structures, the LSTMs consists of the input layer, the
idden layer, and the output layer. However, the internal structural
nit of the LSTMs is a cell, also known as a memory unit. This memory
nit contains the forget gate (blue circle), the input gate (orange circle)
nd the output gate (red circle), as shown in Fig. 1.

The LSTMs decides which information to discard through the forgot
ate. The function of the input gate is to determine the value of the
pdated memory state. The output gate is used to determine the output
alue of the current memory unit.

Bouktif et al. use the genetic algorithm to select the optimal time
ag and the number of LSTMs layers to forecast short- and medium-term
lectrical loads [35]. The remaining parameters, such as the number of
eurons in the hidden layers, activation functions, and optimizers, are
etermined experimentally. The main purpose of Bouktif et al.’s study
s to compare the performance of LSTMs model and other machine
earning models. This study initially evaluates the performance of
arious machine learning models, such as random forest, ridge and
xtra trees regressor. Secondly, the model with the best prediction
u
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result is selected as the benchmark model. Feature engineering and
parameter tuning are used to improve the performance of the bench-
mark model further. Finally, Bouktif et al. compare the performance
of this benchmark model with the LSTMs model. Experimental results
show that the performance of the extra tree regression model is best in
other machine learning models besides ANNs. Therefore, the extra tree
regression model is used as the benchmark model for comparison with
the LSTMs model. Through further comparative analysis, the prediction
error of the LSTMs model is lower than that of the reference model. The
authors conclude that the designed LSTMs model is more accurate and
stable [35].

2.1.1. Support Vector Machines
SVM is a kernel-based machine learning algorithm with the ability

to solve nonlinear classification and regression problems [22]. The
process of SVM to solve nonlinear problems can be divided into two
steps. SVM firstly determines the appropriate function for projecting
nonlinear problems into high dimensional space. Secondly, the kernel
function is used to make the complex nonlinear mapping a linear prob-
lem. It is worth mentioning that the SVM is outstanding in accuracy and
can maintain good performance with only a small amount of training
data [28].

Khan et al. use support vector machines and artificial neural net-
works as short-term electricity load forecasting models to compare
their performance [27]. In the model design phase, the authors firstly
select the Feed-Forward Neutral Network (FFNN) as the representative
of ANNs. Secondly, Support Vector Regression (SVR) is used, which
indicates SVM for solving regression problems. Then, three SVM mod-
els with different kernel functions are designed, which are Linear,
Quadratic and Cubic SVM. It ensures that the best performing SVM
model can be found because different kernel functions have an im-
pact on their performance. Expressions of these three different kernel
functions are as following:

𝐿𝑖𝑛𝑒𝑎𝑟 𝐵
(

xr , xq
)

= x′rxq (1)

𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐 𝐵
(

xr , xq
)

=
(

1 + x′rxq
)2 (2)

𝑢𝑏𝑖𝑐 𝐵
(

xr , xq
)

=
(

1 + x′rxq
)3 (3)

here xr , xq stand for two input vectors. The transformation function,
hich are x′rxq,

(

1 + x′rxq
)2, and

(

1 + x′rxq
)3, map the input vector to a

igher dimension space.
According to Khan et al. the experimental results show that the

erformance of SVM-based models is better than that of ANNs model.
owever, the authors only select the FFNN model as a benchmark

o compare with the SVM model, which does not prove that the
VM model performs better than all neural networks-based models. In
ddition, the prediction of the Cubic SVM is the most accurate among
he above three SVM-based models.

. Methodology

This paper studies the existing electricity load forecasting models
n order to improve the prediction accuracy, and applies the effective
nput features and prediction models for the actual electricity load of
he commercial building described in Section 4.1. The workflow of the
xperimental methodology is shown in Fig. 2.

The pre-processing phase includes missing data processing, outlier
rocessing, and normalization. Firstly, a suitable filling method is used
o complement the missing data in order to ensure the integrity of the
ower load sequence. Secondly, the purpose of outlier processing is to
dentify and modify the random errors present in the electricity load
y the characteristics of the actual load data. Finally, normalization is

sed to eliminate the effects of the order of magnitude of the data.

P. Dehury et al.
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Fig. 1. LSTM internal structure [36]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 2. Experimental methodology.

Many factors affect the performance of electricity load forecasting,
and these factors can be divided into internal factors and external fac-
tors. Specifically, historical load data is an internal factor, and weather,
date type, and economic are external factors. Correlation coefficients
evaluate these factors in the feature selection phase because not all
factors positively affect predictive accuracy. Following the correlation
analysis, the appropriate influencing factors are selected as the input
features of the load forecasting model. In terms of experiment setup,
this paper uses the selected factors to create multiple cases to study the
impact of different input features on the performance of the electrical
load forecasting model.

As for model building and evaluation, this paper builds LSTM-based
model and SVM-based model with appropriate model parameters and
evaluates the predictions in the different cases.

3.0.1. Normalization
Machine learning models are sensitive to the scale of input data,

therefore normalization is used to avoid the impact of data magnitude
on them [35]. Therefore, the raw data is linearly transformed by min–
max normalization, so that the data size is constrained between [0,1].
The min–max normalization formula is as follows:

𝑥𝑛 =
𝑥 − 𝑥min
𝑥max−𝑥min

(4)

where x is the data to be processed, xn stands for the normalized
ata, xmax and xmin are the maximum and minimum values in the load
ata, respectively.

After the data has been trained and predicted, a denormalisation
peration is required. The formula is as follows:

𝑥 = (𝑥max−𝑥min
)𝑥𝑛 + 𝑥min (5)

here 𝑥 𝑥 represents denormalized data.
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In addition, in the normalization phase, the training set and test set
se a uniform normalization standard. Therefore, the maximum and
inimum electricity loads of the training set and the test set are the

ame.

.1. Evaluation metrics

The difference between the predicted load and the actual load is
alled the prediction error. This section lists several commonly used
ethods for measuring the prediction error and their values can reflect

he performance of the forecast model. These measurement standards
re defined as follows:

𝐴𝐸 = 1
𝑛

𝑛
∑

𝑖=1
|𝑦𝑖 − 𝑦𝑖| (6)

𝑅𝑀𝑆𝐸 =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1

(

𝑦𝑖 − 𝑦𝑖
)2 (7)

𝑀𝐴𝑃𝐸 = 100%
𝑛

𝑛
∑

𝑖=1
|

𝑦𝑖 − 𝑦𝑖
𝑦𝑖

| (8)

Mean Absolute Error (MAE) [14,35] is one of the most commonly
used average error metrics, calculated by the average of the sum of
absolute errors. Root Mean Squared Error (RMSE) [14,27,35] is used
to describe one of the most common metrics of uncertainty. It is worth
mentioning that RMSE amplifies the value of larger error terms in the
calculation process. Mean Absolute Percentage Error (MAPE) [14,27]
represents the average absolute error percentage.

4. Experiment setup and dataset exploration

This section describes the case study and provide an analysis of the
dataset used for training the models. Next section will describe the test
case building.

4.1. Building description

The test bed building [20] is a building with a strong commercial
profile, variability of HVAC systems, space usage and occupancy pat-
terns and is located on the UCD campus in Dublin, Ireland. The building
is used as a sports/entertainment center, consists of three floors with
a total floor area of 11,000 𝑚2 and includes a 50 m 𝑥 25 m swimming
pool, with related ancillary areas such as a wellness suite, fitness center,
aerobics and dance studios, drama theater, multimedia and seminar
rooms, offices, shops and cafe space. A front view of the building is
depicted in Fig. 3.

The building electrical and space-conditioning requirements are
provided by two identical CHP units (506 kW thermal and 400 kW elec-
trical output each), two gas boilers (1146 kW each) and an air-cooled
water chiller (865 kW). Additionally, heat is provided as well, when
necessary, by the campus district heating installation (500 kW). The
space conditioning delivery equipment consists of eight air handling
P. Dehury et al.
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Fig. 3. SLLS building located at University College Dublin, Ireland.
Fig. 4. The typical week of electricity load.
units, fan coil units, underfloor heating and baseboard heaters, while
the ventilation throughout the building is mechanical.

The building energy rate is B2, which is a benchmark for excellent
performance in a commercial building with such equipment and in-
tended use [37]. An Energy Management System controls and monitors
all the primary and ancillary HVAC equipment in the building. Opera-
tional EMS data has been recorded at 15 min intervals from September
2012 onwards. Total electricity and gas consumption are monitored and
there are sub-meters on individual HVAC components (i.e., boilers, CHP
units, and the chiller). Pressure, humidity, air temperature and 𝐶𝑂2
evels are measured at different points of the HVAC systems. Moreover,
ir temperature, relative humidity and 𝐶𝑂2 concentration are measured
t zone level. The experimental data in this paper includes historical
lectrical load data and weather factor data from January 1, 2013, to
ecember 31, 2018.

.2. Data pre-processing

The data collection period of the electricity load is 15 min with
6 points per day, and a total of 220,336 data points in 6 years. The
ourly outdoor temperature, wind speed and relative humidity are
sed as weather data, which is available on the Irish Meteorological
gency website [38]. A data pre-processing procedure has been applied

o the time series to reduce abnormal prediction errors. The process

as selected outliers and missing data. Both missing data and outliers

Forecast Electricity Demand in Commercial... 114
can be caused by communication system failure or equipment mainte-
nance. Some errors can also be caused by errors in the data collection
hardware infrastructure.

4.2.1. Missing data processing
The dataset used in this paper contains 644 missing data, which ac-

count 0.3% of the entire dataset. As illustrated in Fig. 4, the electricity
load curve can be divided into weekdays and non-working days based
on the day type.

In particular, electricity loads at the same time point between
different working days are similar, and that of non-working day also
have the same characteristics. Special days such as national and local
holidays have been analyzed to assess if they could have been clustered
and used for data interpolation to fix missing data. However, demand
profiles of special days are similar to non-working days. As per best
practice, missing data are filled with the average of the electricity load
at the same time point of the same day type.

4.2.2. Outliers processing
Outliers are those in which the data at some time point deviates

from the range of most other data. A standard procedure described
in [39] has been used to identify outliers in the dataset. The methodol-
ogy uses the five statistical components, which are minimum, the first
quartile (Q1), the median, the third quartile (Q3), and the maximum to

describe the distribution of the data. Data should be allocated between

P. Dehury et al.
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Fig. 5. The comparison the distribution of the box plot and the probability density
unction of the standard normal distribution [39].

1 − 1.5 ∗ 𝐼𝑄𝑅 and Q3 + 1.5 ∗ 𝐼𝑄𝑅, and data outside this range can be
onsidered an outlier.

The outliers have been flagged, by comparing the distribution of the
ox plot and the probability density function of the standard normal
istribution, as shown in Fig. 5. It can be seen that the outliers account
or approximately 0.7% of the entire dataset. Through the box plot test,
.9% of the data in the dataset have been flagged as outliers. The source
f error can be correlated t sensor calibration for the electricity load
ata. These outliers are corrected using the same method as filling the
issing data.

.3. Feature selection

This paper evaluates the applicability of the factors as input features
y correlation. According to Kapetanakis et al. the Pearson and the
pearman correlation coefficient can be used to measuring the linear
orrelation and monotonic relationship between these factors and the
utput [40]. While the Pearson correlation coefficient identifies a linear
orrelation between the variables, the Spearman correlation assesses if
wo variables are monotonically related. Both Pearson and Spearman
orrelation coefficients range between −1 and +1. The absolute value
f the correlation coefficient is equal to 1, which represents a positive
r negative correlation between the influencing factor and the output
ariable. There is no correlation between the influencing factor and
he output variable when the correlation coefficient is equal to 0. The
hreshold for determining the influence factor suitable as an input
eature is 0.5 [41]. As illustrated in [42], there are three main types of
xternal factors that affect the commercial electricity load forecasting,
hich are weather, day type and economic factors. Among them, eco-
omic factors include population growth, power system regulations and
conomic development trends, which mainly impact on medium-term,
ong-term load forecasting [42]. Therefore, for VSTLF and STLF, these
conomic factors can be ignored. In terms of weather factors, some
ommonly used weather variables, including the outdoor temperature,
ind speed and relative humidity, are evaluated for their applicability
s input features. As for date types, this paper mainly considers the
ifference between workdays and non-workdays. The date type has
value of 0 and 1, which is marked as 1 from Monday to Friday
Forecast Electricity Demand in Commercial... 115
nd 0 on Saturday and Sunday. In addition, the correlation coefficient
etween the historical load and the output variable is calculated. Fig. 6
hows Pearson and Spearman correlation coefficients, respectively. In
hese figures, red indicates that the correlation coefficient exceeds
he threshold, and the correlation coefficients that do not exceed the
hreshold are filled with green.

It can be seen that Pearson and Spearman correlation coefficients
etween the electrical load and external factors are very low, whether
t is hourly load or daily peak and valley load. The absolute value of
earson and Spearman correlation coefficient for most external factors
s less than 0.2. However, the historical load is highly correlated with
he output. Therefore, this paper only uses historical load data as input
eatures for electricity load forecasting.

.4. Daily peak and valley load analysis

For day-ahead scheduling the prediction of daily demand peaks and
alleys could facilitate demand response programs behind the meters.
n the current work, the number of peak or valley load occurrences per
ay for 2018 has been assessed. The result is shown in Fig. 7.

As illustrated in Fig. 7, although the peak and valley values of daily
lectricity load are not fixed at a certain moment, the distribution of
heir occurrence times is concentrated. At 1200 h and 1600 h daily,
he peak load occurred the most, accounting for 33.9% of the total,
hile the daily valley load appeared at 1500 h and 2300 h, accounting

or 36.2% of the total. In addition, daily peak and valley loads hardly
ppear at the same time, except between 1800 h and 1900 h. These two
oments of the weekdays and the weekends have different meanings.

n other words, the two moments are working hours during the week-
ays and non-working hours at the weekends. Therefore, both peak
oads and valley loads can occur at these two moments.

.5. Experiment setup

For the purpose of the research described in this paper, various cases
re created to compare the performance of the LSTM-based model and
VM-based model. These cases are divided into two parts, one for one-
our ahead load forecasting and the other for one-day ahead peak and
alley load forecasting. The former is conducted using the historical
ourly load data from 2013 to 2018, with a total of 52,584 data. The
atter is based on the maximum and minimum daily load from 2013 to
018, with 2191 data. All data is re-sampled from the original dataset.

According to Khan et al. this paper selects load sequences of dif-
erent lengths as input features based on the auto-correlation func-
ion [27].

In terms of one-hour ahead load forecasting, Fig. 8 shows the auto-
orrelation between the load of 200 h in the hourly load dataset. It can
e seen that the load of hour h-1 has the highest auto-correlation, and
he hourly load sequence contains multiple periodicities. The load of
-24 and the load of h-24 multiple have peak auto-correlation.

As for one-day ahead peak and valley load forecasting, as shown
n Fig. 9. It shows the auto-correlation between the 14-day loads.
he auto-correlation coefficients between the daily peak load data se-
uences are periodic, while the auto-correlation between the daily val-
ey load data sequences is not significant. Overall, the auto-correlation
etween the daily peak and valley load decreases as the time interval
ncreases.

Based on the above conclusions, this paper creates 4 cases with
ifferent input features, case details are shown in Table 1.

• The input of Case 1 is a 8-dimensional vector that uses the load of
hour h-1, h-24, h-48, h-72, h-96, h-120, h-144, h-168 to forecast
the load of hour h.

• The input of Case 2 is a 168-dimensional vector that uses the load
of hour h-1 to h-168, the hourly load of the previous week, to
forecast the load of hour h.
P. Dehury et al.
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Fig. 6. Assessment of correlation for selected prediction features.
Fig. 7. The number of occurrences of peak or valley load per day for 2018.
Fig. 8. The auto-correlation coefficient of hourly load data.
Fig. 9. The auto-correlation coefficient of daily peak and valley load data.
• The input of Case 3 is a 3-dimensional vector that uses the peak
and valley load of day d-1, d-2, d-7 to forecast the peak and valley
load of day d.

• The input of Case 4 is a 7-dimensional vector that uses the peak
and valley load of day d-1 to d-7, the daily peak or valley load of
the previous week, to forecast the peak and valley load of day d.

The input features of Cases 1 and 3 are selected based on the auto-
orrelation of hourly load data and that of daily peak and valley load
Forecast Electricity Demand in Commercial... 116
data. The time point with a high auto-correlation coefficient and that
with peak auto-correlation coefficient in the previous week are used as
input features. In addition, it can be seen from Table 1 that the input
features of Case 2 and Case 4 contain all of the input features of Case
1 and Case 3, respectively. In this paper, Case 2 and Case 4 are used
as the control experiments to verify the accuracy and importance of
feature selection.
P. Dehury et al.



4

T
a
T
U
m

5

f
h
s
t
(

5

m
1

m
t
i
m

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
Table 1
The details of each case.

Forecast horizon Input feature Output (kW)

Case 1 1-h load h-1,h-24,h-48,h-72,h-96,h-120,h-144,h-168 Load_(h)

Case 2 1-h load h-1,h-2,h-3, . . . ,h-167,h-168 Load_(h)

Case 3 Daily peak load d-1, d-2, d-7 Peak load_(d)
Daily valley load valley load_(d)

Case 4 Daily peak load d-1,d-2,d-3,d-4,d-5,d-6,d-7 Peak load_(d)
Daily valley load Valley load_(d)
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4.6. Model setup

This paper creates standard LSTM-based model and SVM-based
model based on background work. The SVM-based model used in the
experiment is created with the scikit learning package, and the LSTM-
based model is developed using Keras. The detailed parameters of these
two models parameter settings are as follows:

• LSTM-based model: This model contains two LSTM layers and one
fully connected layer. The first LSTM contains 100 units and the
second LSTM layer contains 50 units. A dropout layer with 0.2
dropout rate is added between the first LSTM layer and the second
LSTM layer to prevent overfitting. The activate function is rule.
Mean square error is used as a loss function and Amda acts as an
optimizer.

• SVM-based model: The linear function is used as the kernel of
support vector regression model. The Tolerance for stopping cri-
terion is set to 0.001. The penalty parameter C of the error term
is 1.

.7. Cross validation

Time series cross-validation [43] has been used to avoid over-fitting.
hus, the whole historical load dataset from 2013 to 2017 is used as
training set to ensure that there is a sufficient data training model.

hen, the energy demand data for 2018 is treated as a verification set.
nlike the K-Fold cross-validation method, time series cross-validation
ethod is trained using data prior to the test set sequence.

. Results

The current section describes the results of the prediction models
or each case study developed. The results presented in this section
ave been validated with data extracted by the building management
ystem. Therefore, both the accuracy metrics and the validation refer
o the physical building actual data. In particular one-hour ahead load
Section 5.1), and one-day ahead peak and valley load (Section 5.2).

.1. Performance of one-hour ahead load forecasting models

This sub-section mainly evaluates the performance of LSTM-based
odel and SVM model for one-hour load forecasting. In terms of Case
, the 2018 monthly RMSE is shown in Fig. 10.

The actual load and the predicted load for hourly load forecasting
in June, 2018 are plotted in Fig. 11. The blue line is the actual power
data, the green line represents the predicted electricity load by the
LSTM-based model, and the red line stands for the predicted data by the
SVM-based model. The absolute values of the predicted and actual load
differences are displayed below the corresponding time step. Among
them, the blue bar represents the LSTM-based model, and the orange
bar stands for the SVM-based model.

It can be seen from Fig. 10 that the monthly RMSE trends of the two
odels are similar, and the RMSE changes are balanced. This shows

hat the performance of the two models is relatively stable and there
s no over-fitting phenomenon. The monthly RMSE of the LSTM-based
odel is smaller compared to the monthly RMSE of the SVM-based
Forecast Electricity Demand in Commercial... 117
odel. It can also be seen from the predicted load curve and the actual
oad curve shown in Fig. 11 that the LSTM-based model performs better
n the fitted hourly power load curve than the SVM-based model.

As for case 2, due to the influence of input feature selection, the
018 monthly RMSE in Case 2 presents the opposite result of Case 1,
s shown in Fig. 12. Fig. 13 shows the actual load and predicted load
n Case 2 in June 2018.

It can be seen that the monthly RMSE of the SVM-based model is
enerally lower than that of the LSTM-based model. The predicted load
f the SVM-based model fits better with the actual load.

In summary, considering both feature selection and hourly load
orecasting, it can be concluded that the performance of the LSTM-
ased model is better than that of the SVM-based model. In addition,
s shown in Table 2, the runtime of the LSTM-based model is much
onger than that of the SVM-based model.

.2. Performance of daily peak and valley load prediction models

This section assesses the performance of the LSTM-based model and
he SVM-based model in one-day peak and valley load forecasting. As
n the previous sub-section, RMSE is used to describe the performance
f the model, and each month of 2018 is used as a test set. Figs. 14 and
5 plots the monthly RMSE of the model for peak load and valley load
orecasting in Case 3 and in Case 4, respectively.

It can be seen that the trend of monthly RMSE in Case 3 and Case 4
s very similar whether it is one-day ahead peak forecasting or one-day
head valley forecasting.

In order to more intuitively compare the performance of the two
odels, the actual load and predicted load for one-day ahead peak and

alley load forecasting in June are plotted, as shown in Figs. 16 and
7. In these figures, the blue line is the actual power data, the red
ine represents the predicted electricity load by the LSTM-based model,
nd the yellow line stands for the predicted data by the SVM-based
odel. The absolute values of the difference between the predicted load

nd the actual load are displayed below the corresponding time step.
mong them, the blue bar represents the LSTM-based model and the
range bar stands for the SVM-based model. It can be concluded from
he above figures that the LSTM-based model and the SVM-based model
ave almost the same prediction accuracy in one-day ahead peak and
alley load forecasting. In fact, the SVM-based model is able to perform
etter with small datasets compared to deep neural network.

The predictions have been tested using cross-validation and data
nalysis techniques to find outliers in the performance of the models.
he validation analysis was also applied on special days such as na-
ional or local holidays, but it did not reveal any great variance from
he average.

. Discussion

The current work aims to forecast the electricity consumption of a
arge and high efficient commercial building using different machine
earning techniques. The results of the four main case studies with
he MAE, RMSE, MAPE, and runtime are summarized in Table 2.
he current section discuss the performance of LSTM-based model and
VM-based model assessing the advantages and disadvantages of the
odels.
P. Dehury et al.



a

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
Fig. 10. The 2018 monthly RMSE for hourly load forecasting in Case 1.
Fig. 11. The actual load and the predicted load in Case 1. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
rticle.)
Fig. 12. The 2018 monthly RMSE for hourly load forecasting in Case 2.
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Fig. 13. The actual load and the predicted load in Case 2.
Fig. 14. The 2018 monthly RMSE for daily peak and valley load forecasting in Case 3.
Fig. 15. The 2018 monthly RMSE for one-day ahead peak and valley load forecasting in Case 4.
Table 2
Comparison of models performances.

Forecast Model MAE (kW) RMSE (%) MAPE (%) Runtime

LSTM 9.258 3.15 4.05 497.70
Case 1 1-h ahead load SVM 11.940 3.82 5.30 4.21

LSTM 12.642 3.54 5.54 706.96
Case 2 1-h ahead load SVM 11.539 3.26 5.37 23.94

LSTM 9.957 4.84 3.04 67.93
1-day ahead peak load SVM 9.873 4.81 3.01 0.05

LSTM 3.603 2.60 2.57 66.96
Case 3 1-day ahead valley load SVM 3.758 2.70 2.71 0.05

LSTM 9.800 4.73 3.00 66.82
1-day ahead peak load SVM 9.709 4.70 2.96 0.06

LSTM 3.683 2.63 2.63 69.60
Case 4 1-day ahead valley load SVM 3.665 2.66 2.63 0.05
Forecast Electricity Demand in Commercial... 119
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Fig. 16. The actual load and predicted load for daily peak and valley load forecasting in Case 3. (For interpretation of the references to color in this figure legend, the reader
s referred to the web version of this article.)
Fig. 17. The actual load and predicted load for daily peak and valley load forecasting in Case 4. (For interpretation of the references to color in this figure legend, the reader
s referred to the web version of this article.)
In terms of one-hour ahead load forecasting, it can be seen that
ased on the LSTM-based model, the models produce more accurate
esults in Case 1 than Case 2 As mentioned in the experimental setup
ection, Case 1 contains only 8 features for the input of the pre-
ictive model, which is much smaller than the number of features
ncluded in Case 2. Therefore, it shows that feature selection based on
uto-correlation plays a fundamental role in LSTM-based models. The
nput features with high auto-correlation are more important than the
umber of input features.

As for one-day ahead peak and valley load forecasting, the predic-
ion accuracy of Case 3 using the LSTM-based model is not significantly
ifferent from that of Case 4. The reason for this result is that the auto-
orrelation of daily peak and valley load shows a downward trend as
whole. At this point, it is not effective to select the input features on

he peak auto-correlation in each cycle.
For the SVM-based model, it can be seen from the experimental

esults that the more input features provided to the model, the higher
he prediction accuracy of the model. In summary, the feature selection
ocusing on high auto-correlation features can improve the accuracy of
he LSTM-based model. Therefore, another contribution of this paper
s the method of feature selection. The input of the model can directly
ffect the predictive performance of the LSTM-based model. Thus, in
Forecast Electricity Demand in Commercial... 120
the feature selection stage, the auto-correlation of historical load data
is used to select the time point with high correlation as the input
feature. This method is better than directly selecting the historical load
of a certain cycle in the past as an input feature. Additionally, this
paper evaluates and compares the performance of LSTM-based models
and SVM-based models through four cases. Using time series cross-
validation, each month of 2018 is used for validation of the model,
and the monthly RMSE of the two models is recorded.

The comparison between a deep neural network prediction with a
SVM model revealed that the trained LSTM model is more accurate than
the SVM-based model in one-hour ahead load forecasting. In terms of
one-day ahead peak and valley load forecasting, the performance of the
SVM-based model is better. However, it is worth mentioning that the
runtime of the SVM-based model is much shorter than the LSTM-based
model, for both hourly load forecasting and daily peak and valley load
forecasting. In fact, as illustrated in Table 2, the average runtime of
the SVM-based model can be negligible, at 0.05 s, while the average
runtime of the LSTM-based model is approximately 70 s.

In summary, the LSTM-based model is better at handling complex,
unstable data based on sufficient training data. SVM-based model is
suitable for load forecasting of small-scale datasets. In the case of
sufficient data and the pursuit of high-precision load forecasting, the
P. Dehury et al.
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 better choice when there is not enough training data or time cost is
ne of the main considerations.

Furthermore, when assessing technology for electricity demand
orecast in buildings for day-ahead scheduling or short term predic-
ion to implement demand response measures, training a deep neural
etwork could result in a small if none advantage. In the case of

commercial high efficient buildings, the prediction errors are relatively
small and the accuracy is enough for an accurate overall assessment for

 demand response aggregator to control the electricity generation or
reduce the building electricity demand.

The forecast technique can be used to estimate valleys and peak
onsumption a day-ahead, allowing demand response aggregators to
id on the day ahead electricity market. Additionally, it could also sup-
ort building managers to schedule a day ahead local CHP generators.
he one hour ahead forecast will allow to have an accurate baseline

to estimate the impact on DR measures on the buildings and for the
optimal scheduling of local generators.

Although the model applied in this paper has good prediction
results, it can be further improved to reduce the predicted and actual
oad difference. This paper only considers history load data for short-
erm load forecasting. The article uses the Pearson and Spearman

correlation coefficients to rule out the effects of outdoor temperature
nd date types on load forecasting, however, other factors can be
onsidered, such as the amount of renewable energy produced or
ccupancy profiles.

7. Conclusions

The provision of energy system services plays a critical role for the
decarbonization of the power system and the integration of renewable
energies at local and system levels. However, the growing penetration
of renewable and controllable loads require accurate load forecasting
techniques. In this paper, a commercial building has been used as a
test-bed for a set of forecasting algorithms using machine learning
techniques. Besides the hourly energy demand forecast, a day-ahead
peak and valley prediction has been trained on the historical data. The
current work developed state of the art forecast models to predict the
electricity demand and compare it with the daily valley and peak to
dynamically optimize the CHP generator, the thermal storage and elec-
tricity demand implementing demand response measures. The novelty
of the work is the development of three different prediction models
that can be combined for the evaluation of flexibility. In future work,
hybrid models, for example, combining multiple forecast techniques,
may be tested to improve prediction accuracy. Additionally, a more
accurate model will be employed to identify anomalies such as power
outages and unscheduled maintenance and the prediction models will
be used to compute a metric to assess the flexibility of the building
and to forecast the impact of the demand response measures on the
potential flexibility.

Acronyms

ANNs Artificial Neural Networks

ES building energy simulation

HP combined heat and power

R Demand Response

SM Demand Side Management

MS energy management system

FNN Feed-Forward Neutral Network
VAC Heating, Ventilation and Air Conditioning
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LSTMs Long Short-term Memory Networks

LTLF long-term power load forecasting

MAE Mean Absolute Error

MAPE Mean Absolute Percentage Error

MTLF medium-term load forecasting

RMSE Root Mean Squared Error

NNs Recurrent Neural Networks

STLF short-term load forecasting

SVM Support Vector Machines

SVR Support Vector Regression

TSO Transmission System Operator

VSTLF very short-term load forecasting
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trategic bidding of distributed energy resources in coupled local and
entral markets
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a b s t r a c t

This paper explores a revenue maximization problem for distributed energy resources in a local day-
ahead and balancing market. The local market creates opportunities for competition among distributed
energy resources, however it may also lead to exercising market power. In the day-ahead market, the
strategic revenue maximization of the distributed energy resources is modelled through a bi-level
optimization. The upper-level in the bi-level optimization is from the strategic distributed energy
resource’s perspective and the lower-level problem is from the local market operator’s perspective.
The balancing market (where there is perfect competition) is modelled by the shrinking rolling horizon
approach. A wind farm with a storage system is considered as a case study of a strategic distributed
energy resource to evaluate its profitability within the proposed revenue maximization problem. The
revenue of the wind farm in the local market is compared with the one in a (business-as-usual)
centralized market where it cannot exercise market power. Sensitivity analysis regarding the effect of
changing the distribution system parameters e.g. the branch resistances and the loads, on the revenue
of the wind farm and its bidding behaviour is performed. Moreover, the role of the storage system on
the revenue of the wind farm is studied. Results show that an overloaded or weak distribution system
will positively influence the strategic position of the wind farm. Finally, it is shown that depending
on the existence of market power, a storage system can bring extra revenues for the wind farm, by
hedging against its uncertain output.
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Achyutananda Panda, Department of Electrical and Electronics Engineering, NM Institute of Engineering & Technology, Bhubaneswar, achyutananda.panda55@gmail.com
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. Introduction

The integration of distributed energy resources (DERs) such
s electrical storage systems, small wind farms, PV systems, etc.
re increasing in the distribution system. High penetration of
ERs brings benefits and opportunities for power systems, among
thers, increasing the affordability and reliability and decreasing
ystem costs [1]. However, in the current electricity markets,
here are some challenges for the participation of the DERs in
arkets, among others, scalability issues and complexity of many
ERs in one central market, a high bid size requirement for
arket participants, and a high market transaction fee [2]. To
eal with these challenges, the concept of the local electricity
arket has emerged [3–7]. In these local electricity markets DERs
articipate directly within a market. What the bidding strategy of
hese DERs should be to maximize their profit within the specific
ase of a local market is still an open question.
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Generally speaking, the bidding behaviour of market players in
power systems can be classified into strategic bidding and non-
strategic bidding. Non-strategic bidding means market players
can only solve a self-scheduling problem to determine their most
beneficial actions for given prices. In contrast, strategic bidding
is behaviour by which a market player can affect market prices
and as a result, increase its revenue [8]. There are several ways
for a market player to perform market power in the electricity
market. These ways, according to [9] are: using price bidding
strategies to raise market prices independently of changes in
underlying supply and demand conditions; exploiting market
power resulting from local transmission network constraints;
capacity withholding to increase market prices, in particular by
manipulating the capacity payment mechanism under the exist-
ing trading arrangements; and manipulation of complex market
rules to increase prices and earn excessive profits. Ref. [10] sum-
marizes the market power behaviour of generating companies in
three strategies: financial withdrawal (price increase), physical
withdrawal (volume reduction), and physical withdrawal with
free bilateral contracts. Ref. [11] classifies the exercise of market
power in electricity markets in two broad strategies which a
generator can use to artificially increase electricity market prices;
A. Rout et al.
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economic withholding and capacity withholding. In the capacity
ithholding, a strategic market participant can influence the mar-

ket price by withdrawing its cheaper units [12]. In the economic
withholding, a strategic market player can maximize its revenue
ainly due to the system constraints [13]. DERs participating in

local electricity markets can have market power despite their
small size, as the market size is still smaller and location matters
or economic withholding. Therefore, local electricity markets can
reate good opportunities for DERs to exercise market power [1].
Moreover, it is important to understand strategic bidding be-
haviour by the DERs in local markets, as the market power
leads to unwanted consequences for social welfare and unfair
ncome distribution [14]. However, there is yet limited amount
of literature in which the strategic behaviour of DERs in the local
electricity market is studied. Strategic bidding of market players
n the centralized electricity market, however, has been studied
thoroughly in the literature. Some of them are reviewed here.

The existing literature is classified in terms of a different
trategic approach. In [15], the bidding behaviour of the storage
ystem which acts strategically through economic withholding is
tudied. Ref. [16] is another example where the storage system
s exercising market power, however, by withholding its capac-
ty. In some literature, ‘‘capacity’’ refers to generation capacity
expansion which can also be seen as a strategic behaviour by
enerating companies in imperfectly competitive power markets.

For example, in [17], the strategic behaviour of companies fac-
ing generation capacity expansion decisions are studied through
ifferent game-theoretic models. Ref. [18] is another example

in which different models of investments in generation capac-
ty in an oligopolistic market are studied. However interesting,
ong-term investment decisions are out of scope of this paper,
where we focus on day-ahead operational decisions. In the pub-
ished literature in this area, mainly exercising market power
by generators which are participating in the wholesale market
s studied. However, the effect of transmission constraints on
strategic bidding of market players mostly is discarded such
s [19]. Ref. [20] also proposes a profit maximization problem
or a wind turbine operating in a traditional wholesale mar-
ket without considering system constraints. However, there is
ome literature such as [21] and [22] where transmission system
onstraints are considered through DC and AC power flow, re-
spectively. Ref. [23] is another example that proposes a problem
ith mathematical programming with equilibrium constraints-

based procedure for calculating oligopolistic price equilibria for
n electric power market while taking into account transmission

constraints. Ref. [24] studies the strategic behaviour of a wind
turbine through a bi-level model for the jointly cleared wholesale
nergy and reserve markets where the transmission system is
odelled through the DC power flow. This bi-level approach is
lso used in [25] which addresses the optimal bidding strategy

problem of a commercial virtual power plant seeking to maximize
its profit in the day-ahead market. Another example is [15] in
hich the bi-level optimization is used to maximize the profit of

 storage system in the day-ahead and balancing markets without
considering the transmission constraints. In [23], also the bi-level
ptimization is applied for profit maximization of dominant firms
n an electric power network modelled through DC power flow.
n recent years, there has been a growing interest in bi-level
approaches to model many operational and planning problems
n power systems. More information about the bi-level and its
application in power systems can be found in [26].

In this paper, the bi-level approach is applied to the local
lectricity market to study the possibility of market power for
 DER represented by a combination of wind farm and stor-

age system. A local market model based on the coupled market
oncept introduced in [6] is selected. In this market, there is a
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local market for the participation of DERs which is operated by
a distribution market operator. The distribution market operator
can be considered as the distribution system equivalent of the
market operator, which is responsible for managing the electricity
market and scheduling power transfers to achieve the secure
operation of the distribution system. This local market engages in
an exchange of information and power with the central market,
both in the day-ahead and real-time balancing time frames.

The reason for choosing this market model is as follows. Since
the main research question of this paper is to address whether
DERs are capable of exercising market power, a market model
with certain characteristics should be chosen. When a local mar-
ket is connected to a larger market, capacity withholding is a
less feasible strategy for the DERs due to their small size and the
risk of such a strategy backfiring by triggering imports of cheaper
energy from the upstream transmission system. The distribution
network constraints should, therefore, be taken into account in
the market clearing process, so that a realistic picture can be
obtained of any remaining possibilities for exercising market
power, in particular economic withholding.

Next to that, a local balancing market needs to be included
to fully model the behaviour of market participants, and uncover
the possibility for exercising market power in this market as well.
With a high level of DER penetration, the participation of DERs
in the balancing market becomes non-negligible. However, the
scalability issue for the TSO with regards to managing all the
balancing resources which are available still exists. Therefore,
DERs need to be aggregated in some way to allow participation
in the central balancing market. In the proposed coupled market,
the local balancing market acts as this aggregator. Note that the
DMO participates in the central balancing market, and balancing
remains a system-wide service. Lastly, the coupled market can
belong to a future with a lot of (renewable-based) DERs in the dis-
tribution system, and there can be that balancing in distribution
systems becomes part of the responsibility of the local market. It
means that in the future, the local market can go towards being
more independent of the upstream system. There is research on
local balancing and its importance in the future, for example
in [27]. Therefore, the coupled market design is chosen, because it
enables both modelling of the distribution system constraints and
the inclusion of a balancing market, both of which are essential
ingredients for studying the possibilities of exercising market
power by DERs.

To model the participation of the wind farm with the storage
system in the balancing market a shrinking rolling horizon ap-
proach is used. In a shrinking rolling horizon approach, instead
of having a horizon of fixed length, the endpoint of the horizon
is fixed, leading to a shorter time window (horizon) for each
solution performed at consecutive times t , after starting time
t0 [28]. This shrinking rolling horizon is applied in several pieces
f literature, for example, in [29] which addresses the demand
ide management problem for smart grids where the users have
nergy generation and storage capabilities. In [30] also, a shrink-
ng rolling horizon is used in unit commitment formulations to
uantify the uncertainty in wind power generation.
With the behaviour of the wind farm with the storage system

odelled, several questions about the exercising of market power
n a local electricity market can be answered: Can the wind farm
aise its revenue in the day-ahead market compared to a central-
zed market model? How do the distribution system parameters,
.g. resistance and loads, affect the use of the market power of
he wind farm? How would the inclusion of the storage system
ffect the revenue of the wind farm? In short, the contributions
f this paper are:

• Formulating a revenue maximization problem for a wind
farm with a storage system in a local day-ahead market.
A. Rout et al.
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c(C) Index(set) of combined wind farm and energy storage systems.
e(E) Index(set) of energy storage systems.
g(G) Index(set) of generators.
i(I) Index(set) of sending nodes.
j(J) Index(set) of receiving nodes.
l(L) Index(set) of line.
LD Set of distribution lines.
LT Set of transmission lines.
ND Set of distribution nodes.
NT Set of transmission nodes.
ND−T Set of interface nodes in distribution system.
NT−D Set of interface nodes in transmission system.
s(S) Index(set) of scenarios.
t(T ) Index(set) of time steps.
w(W ) Index(set) of wind farms.

• Showing that a wind farm with a storage system can exer-
cise its market power in a local market to generate a higher
revenue than in a centralized (business-as-usual) market.

• Demonstrating the effect of the distribution system parame-
ters on the ability to exercise market power by DERs in local
markets.

The paper is organized as follows. In Section 2, the main
omenclature used in this paper is listed. In Section 3, the coupled
arket model is explained. In Section 4, the steps for the rev-
nue maximization of the DERs in the day-ahead and balancing
arkets of the coupled market model are described. In Section 5,

he corresponding mathematical formulation is presented. In Sec-
ion 6, input data and case studies are explained. The result of
imulations on the case studies is shown in Section 7. Finally,
onclusions are summarized in Section 8.

. Nomenclature

The main nomenclature used in this paper is listed in Tables 1–
. Other symbols and abbreviations are defined where they first
ppear.

. Coupled market model

In this section, the proposed coupled market model in [6] is
escribed. In this market model, there is a local day-ahead and
alancing market where DERs that are connected to the distri-
ution system level can participate. The local market for DERs
s operated by the distribution market operator (DMO) which
an be an independent entity or be a part of the distribution
ystem operator (DSO) (if the local regulatory framework allows).
n any case, there should be information exchange between DSO
nd DMO regarding the dispatching of DERs and the security of
he system constraints. The DMO aggregates bids from DERs and
articipates in the central market on behalf of them. The central
arket is operated by the transmission market operator (TMO)
hich is equivalent to a power exchange in Europe (e.g. EPEX
r Nordpool) or an independent system operator in the US. Note
hat for example, in Europe, the transmission system operator
TSO) is responsible for balancing and is a different entity than
he power exchange which operates the day-ahead market. It
ould have been that in the coupled market, one TMO could
e assigned for the day-ahead market operation and one other
ntity for the balancing market, separately. However, for the
ake of simplicity, one TMO is introduced which clears both the
alancing and day-ahead markets. Having one TMO in the market
cheme does not affect results in comparison with the situation
f two separate TMO organizations. In this market model, the

SO is responsible for managing the transmission system and m
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guarantees the security and stability of its operation. The TSO and
the TMO should, therefore, exchange information regarding the
dispatching and the security of the transmission system. The DMO
and bulk generators and consumers at the transmission system
participate in this TMO-operated central market.

The DMO can be defined as the distribution level equivalent
of the market operator, which is responsible for managing the
electricity market and scheduling power transfers to achieve the
optimal operation of the distribution system. The DMO serves as
an intermediate entity between the TMO-operated central market
and the DERs and is a separate entity from the DSO.

In Fig. 1, the time sequence of the coupled DMO–TMO market
odel is shown in the grey colour flowchart. In total there are
ix steps in Fig. 1: Step I is preliminary scheduling for the local
ay-ahead joint energy and reserve capacity market. This step
appens in D-1, the day before the delivery time and at a time,
efore the clearing time of the day-ahead wholesale market.
he day-ahead market at the local and national level is a joint
nergy and reserve market and is cleared every hour in a 24-
our time-horizon. The reasons for introducing a reserve capacity
arket and including this as part of a joint energy and reserve
apacity market is as follows. Firstly, in the coupled market,
he TSO relies on the DMO market for the balancing market. As
he TSO does not have control over DERs and the distribution
ystem, there is a chance that in the balancing market, there
ill be a lack of resources. To avoid this situation, the reserve
arket should be created to guarantee that there will be enough
nergy available for the balancing phase. Secondly, the Euro-
ean regulators are paying more attention to the reserve market
nd the simultaneous alignment of energy provision and reserve
apacity as a more efficient market design [31]. Through this
tep, the DMO solves an optimization problem for determining
he local day-ahead energy and reserve market prices and an
nitial limit for the power flow over the transmission-distribution
nterface transformer. Step II is the TMO day-ahead joint energy
nd reserve market and clears in D-1 with the time resolution
f one hour and in a 24-hours time-horizon. The results for this
tep are the scheduled power of bulk generators which will be
ent to the central balancing market (step V) and a final value
f the power flow over the transmission-distribution interface
ransformer which will be sent back to the DMO. Right after
learing the day-ahead wholesale market, the local day-ahead
oint energy and reserve market is cleared by the DMO in step
II. The results of this market will be sent to the local balancing
arket in step IV.
The procedure in the balancing market is similar to that of the

ay-ahead market. The difference is the duration of the schedul-
ng interval which is 15 min for the balancing market. Step IV
hich happens in D, the day of the delivery time, is preliminary
cheduling for the local balancing market and happens near real-
ime. Through this step, the local balancing market price and an
nitial value for the power flow over the interface transformer are
stimated. In step V (real-time), the TMO clears the central real-
ime balancing market according to the scheduled energy and
eserve of market players. The TMO will send back the final value
or the interface transformer power to the DMO. Finally, in step
I, the local balancing market is cleared by the DMO, based on the
pdated interface power flow from step V and the DER scheduled
nergy and reserve from step III. As mentioned in Section 1,
he algorithm applied in the balancing market clearing is based
n the shrinking rolling horizon which is explained further in
ection 5.2.
Calculating the market clearing price in both day-ahead and

alancing markets is based on marginal pricing. The reason for
hoosing this pricing mechanism is, firstly, because in Europe

ost countries apply marginal pricing as shown in [32]. Secondly,

A. Rout et al.
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Table 2
Parameters.

bi Nodal susceptance [p.u.].

Bl Line shunt susceptance of transmission line l [p.u.].

E ini
e Initial energy value for the energy storage system [MWh].

Emax
e Maximum ESS state-of-charge [MWh].

Emin
e Minimum ESS state-of-charge [MWh].

Gi Distribution nodal admittance [p.u.].

M A large positive number.

OEdis/Ech
e,t Energy (upward/downward) offer price by the storage in the balancing market [e/MWh].

OE
g,t Energy offer price of generators in day-ahead market [e/MWh].

ORUP
g,t Upward reserve offer price of generators [e/MW].

ORDN
g,t Downward reserve offer price of generators [e/MW].

OEUP/EDN
g,t Energy (upward/downward) offer price of generators in balancing market [e/MWh].

Pch,max
e Maximum charging power of ESS [MW].

Pdis,max
e Maximum discharging power of ESS [MW].

P load
i,t /Q

load
i,t Active/reactive power load demand [MW/MVAr].

PWact
w,t,s Actual wind farm power production [MW].

PWmax
w Installed wind farm power [MW].

Pgmax
g,t /Pgmin

g,t Maximum/minimum active power of generator g [MVAr]

Q gmax
g,t /Q gmin

g,t Maximum/minimum reactive power of generator g [MVAr]

rl Resistance of a distribution line.

Sg,t Rated apparent power of generator g [MVA].

Sl,t Rated apparent power of line l [MVA].

SIt,s Total system imbalance in scenario s and time t [MW].

TCl Transmission line capacity.

Vmax
i /Vmin

i Maximum/minimum voltage of bus i ∈ ND

xl Reactance of a distribution line.

αImb Coefficient for total system imbalance in distribution system.

αT Coefficient for total reserve capacity requirement in transmission system.

ηch/ηdis Charging/discharging efficiency of the ESS [p.u.].

λTDt,s Wholesale day-ahead market price in scenario s and time t [e/MWh].

λ
+/−
t,s Forecasted positive/negative imbalance prices [e/MWh].

πs Scenario probability.
for the most common alternative which is the pay-as bid mech-
anism, strategic behaviour of the other generators in the system
cannot be ignored. By contrast, for marginal pricing, the assump-
tion that each generator (which does not behave strategically)
bids its marginal cost is tenable. Therefore, marginal pricing is
used in this paper. The interested reader is referred to [33] for a
more in-depth comparison on the effect of pricing mechanism on
the exercise of market power.

4. Revenue maximization problem of DERs in the coupled
market

In this section, the revenue maximization of the DERs in day-
head and balancing markets in the coupled market model is
escribed. The dark and light green bars in Fig. 1 – underneath

the grey flowchart – are showing the steps taken by the DERs to
bid into the day-ahead and balancing markets, respectively. These
steps are explained as follows.

4.1. Day-ahead market

As it has been mentioned in Section 3, the day-ahead market
is a joint energy and reserve capacity market in which the wind
farm with a storage system (WF-ESS) actively bids. However, due
to the uncertain nature of the wind, the wind farm alone can
only actively bid into the day-ahead energy market and cannot
participate in the reserve market.
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As mentioned earlier, in the day-ahead market in the coupled
market model, the WF-ESS can behave strategically. The reason
is that in the coupled market, the DERs participate in the local
market which has relatively small in size. Therefore, the chance
for the DERs to act strategically will increase. Moreover, in the
coupled market model, the distribution system constraint is taken
into account in market-clearing. DERs knowing that they might be
called due to the power flow limits are provoked to exercise mar-
ket power. In the coupled market due to the system constraint in
the market clearing, the market power can be performed through
economic withholding. Capacity withholding is an unsafe strategy
for market players. Because, in the coupled market, the local
market is not independent and is in exchange for power with
the wholesale market. Therefore, there is always a chance that
cheaper energy from the higher-level becomes imported to the
local market. In this situation, if DERs apply capacity withholding
strategy, their chance of being dropped out of the market will
rise. Note that, the other generators of the distribution system
are price-takers.

The bidding process in the day-ahead market contains three
steps, as shown by the dark green bar in Fig. 1. In step 1, the
WF-ESS tries to generate its strategic bids in terms of price and
quantities in the day-ahead market. This strategic bidding of the
WF-ESS in the day-ahead market is modelled through a bi-level
optimization shown in Fig. 2. The bi-level optimization contains
two levels in which the upper-level problem is from the WF-ESS’s
perspective and the lower-level problem is from the DMO mar-
ket clearing’s perspective. Through this bi-level optimization, the
A. Rout et al.
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Table 3
Decision variables.

Ee,t Energy stored (state-of-charge) in the ESS [MWh].

f pl,t/f
q
l,t Active/reactive power over line l [MW/MVAr].

Il,t/Il,t,s Square current over line l [A].

ôEc,t Energy offer price of WF-ESS [e/MWh].

ôReche,t Downward reserve offer price of ESS [e/MW].

ôRedise,t Upward reserve offer price of ESS [e/MW].

Pch/dis
e,t Charging/discharging rate of ESS in day-ahead energy market [MW].

P̂ch/BL
e,t Energy quantity bid/offer ESS in balancing market (downward regulation) [MW].

P̂dis/BL
e,t Energy quantity bid/offer ESS in balancing market (upward regulation) [MW].

Pch/BL
e,t Charging rate of ESS in balancing market(downward regulation) [MW].

Pdis/BL
e,t Discharging rate of ESS in balancing market (upward regulation) [MW].

P̂DA
c,t Energy quantity bid/offer by WF-ESS at time t, [MW].

PDA
c,t Scheduled energy from the WF-ESS in day-ahead energy market [MW].

PDT/DN
i,t /PDT/UP

i,t Downward/upward regulation in the balancing market at ND−T node at the distribution system [MW].

Pg,t/Qg,t Scheduled active/reactive power output from generator g [MW/MVAr].

Pww,t Scheduled wind power in day-ahead market [MW].

PTD
i,t /Q

TD
i,t Real/reactive power injection in T-D interface node i [MW/MVAr].

PDT
i,t Real power injection in interface node i∈ ND−T [MW].

PDN/UP
g,t Downward/upward regulation from generator g in balancing market [MW].

PTotalrealtime
c,t,s Actual power produced by the WF-ESS in scenario s and time t [MW].

RDN/UP
g,t Scheduled downward/upward reserve capacity of the generator g [MW].

Rch/dis
e,t Charging/discharging rate of ESS in reserve market (downward/upward reserve) [MW].

R̂ch/dis
e,t Upward/ downward reserve bid/offer by storage system e at time t, [MW].

RDT/DN
i,t Aggregated upward reserve at node i∈ ND−T [MW].

RDT/UP
i,t Aggregated downward reserve at node i∈ ND−T [MW].

RDER
i,t Aggregated reserve capacity from DERs at T-D node [MW].

ue,t Binary variable related to the charging state of storage.

Vi,t Square bus voltage [p.u.] at node i∈ ND

yt,s Binary variable defines the positive and negative imbalance of WF-ESS.

zt,s Binary variable related to the imbalance direction of WF-ESS.

∆c,t,s Imbalance of WF-ESS in scenario s and time t [MW].

∆+

c,t,s Positive imbalance of WF-ESS and time t [MW].

∆−

c,t,s Negative imbalance of WF-ESS and time t [MW].

∆w,t,s Imbalance of wind farm and time t [MW].

∆+

w,t,s Positive imbalance of wind farm and time t [MW].

∆−

w,t,s Negative imbalance of wind farm and time t [MW].

λDAi,t Local day-ahead energy market price [e/MWh].

λ
DN/UP
t Downward/upward reserve market price [e/MW].

λBLi,t Balancing market price [e/MWh].

θi,t Transmission bus angle.
WF-ESS makes its offering decisions in the upper-level while an-
ticipating the market behaviour of other market players which is
modelled in the lower-level within the day-ahead market clearing
by the DMO.

In step 2, the day-ahead market is cleared by the DMO. The
eason for having this step – even though the day-ahead market
learing by the DMO is taking into account in the lower-level
roblem in step 1 – is that there is uncertainty in how much
ower flow over interface transformer between distribution and
ransmission system is. Therefore, the lower-level problem in step
, cannot reflect the real market, and therefore, step 2 is needed.
tep 2, the day-ahead market-clearing, contains all three steps
I–III) in the day-ahead market shown in the grey flowchart in
ig. 1 which are explained in Section 3. The output of step 2 is the
leared local market prices and the scheduled energy and reserve

apacities for the DERs including the WF-ESS.
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Finally, step 3 is the remuneration phase in which the WF-
ESS calculates its day-ahead revenue based on the cleared mar-
ket prices and its scheduled energy and reserve capacity ob-
tained in step 2. The corresponding mathematical formulations
are presented in Section 5.1.

4.2. Balancing market

Unlike the day-ahead market, in the balancing market, it is
more difficult to exercise market power by the DERs. The reason
is that first of all, the amount of MWh energy traded in the
balancing market is significantly smaller than in the day-ahead
market. Secondly, since in the balancing market, the exact loca-
tion for the required imbalances is not known by the DERs, it
can be risky to perform market power. As DERs would get their
market power from possible congestion which arising from the
imbalances or the reserve activation, the chance that they will

not be called in the balancing market is significantly higher then
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Fig. 1. Coupled market model and DER’s bidding steps in day-ahead and balancing markets.
Fig. 2. Step 1: Generate day-ahead strategic bids through a bi-level optimization.

in the day-ahead market. Therefore, the revenue maximization
problem for the WF-ESS in the balancing market is the same as
the WF-ESS being non-strategic, i.e. a price-taker. Moreover, the
balancing market clearing is modelled through a shrinking rolling
horizon due to having a storage system, since the energy or the
state of charge of the storage system at time t depends on its
nergy at the previous time t−1. The starting rolling time is reset

to each time the day-ahead market is cleared. This period includes
96 intervals in 24 h. At the start of each interval, a new forecast
becomes available. At each step inside the rolling horizon, the
horizon is shrunk by one time-step and the balancing market
is solved over the remaining horizon. Each of these shrinking
horizon problems gives the bid for the current time. The last
assumption is regarding the pricing mechanism in imbalance
settlements. In this paper, the dual pricing is applied. The Ref. [34]
explains the feature for the dual versus single pricing mechanism,
in detail. The dual-pricing mechanism is more complicated than
the single-pricing, therefore, to have a broader formulation, the
dual-pricing mechanism has been chosen in this paper. How-
ever, the approach can easily be adapted for the single-pricing
mechanism too.

The storage system of the WF-ESS can actively bid into the
balancing market. However, the wind farm alone cannot partic-
ipate in the balancing market, instead, it can only pay or being
paid in the imbalance settlement depending on its imbalance
direction with respect to the total system imbalance. The bidding
in the balancing market also contains three steps shown in the
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light green bar in Fig. 1. Step 1 is generating non-strategic bids
in terms of price and quantities. Therefore, the WF-ESS solves a
self-scheduling problem to determine its most beneficial actions
(bids) for given prices. Step 2, is the balancing market-clearing
which contains all three steps (IV–VI) in the balancing market.
The results of this step are local balancing market prices and
quantities and imbalances. Finally, step 3 is the remuneration in
the imbalance settlement phase based on the dual-pricing mech-
anism. if Wf-ESS’s imbalance is in the opposite direction of the
system imbalance, he has to pay the price equal to the day-ahead
market price. But if its imbalance is in the same direction with
the total system imbalance, he has to pay the price based on the
marginal cost of the last balancing unit deployed, which is usu-
ally higher than the day-ahead market price. The corresponding
mathematical formulations are presented in Section 5.2.

5. Mathematical formulations

In this section, the mathematical formulations for the revenue
maximization of the WF-ESS are presented. The mathematical
formulations are for the WF-ESS case, as this is a more com-
plicated case study than the wind farm alone. However, the
formulations can easily be adapted for the wind farm case by set-
ting the storage system size equal to zero. Section 5.1 shows the
mathematical formulation regarding the strategic optimization of
the WF-ESS in the day-ahead market and Section 5.2 describes
the mathematical formulation for the non-strategic optimization
of the WF-ESS in the balancing market.

5.1. Mathematical formulations: Revenue maximization in the day-
ahead market

As it has been explained, the revenue maximization prob-
lem of the WF-ESS in the day-ahead market consists of three
steps. The mathematical formulation for steps 1–3 is described
as follows.

• Step 1. Generate day-ahead strategic bids
In step 1, through a bi-level optimization shown in Fig. 2,
the WF-ESS tries to generate its strategic bidding in terms
of price and quantities. The upper and lower levels of the
bi-level optimization are formulated as follow:
1. Upper-level problem:

A. Rout et al.



International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
The upper-level is from the WF-ESS’s perspective
which is maximizing the revenue of the WF-ESS and
its objective function is shown in (1):

Maximize
∑
t

[

∑
c

λDAc∈i,t · PDA
c,t +

∑
e

λUPt · Rdis
e,t + λDNt · Rch

e,t ]

(1)

The objective function in (1) consists of several parts.
The first part is the day-ahead energy bidding revenue
of the WF-ESS. The expected day-ahead market price,
λDAc∈i,t , is the Lagrangian multiplier of the power bal-
ance equation in the lower-level problem. The second
part is the revenue from selling upward and down-
ward regulations by the storage in the reserve market.
The expected reserve prices, λUPt and λDNt , are the
Lagrangian multipliers belong to constraints (A.4) and
(A.5) in the lower-level problem.
Following constraints need to be enforced:

P̂DA
c,t =

∑
w∈c

Pww,t +

∑
e∈c

(Pdis
e,t − Pch

e,t ),∀c, t (2)

0 ≤ Pww,t ≤ PWmax
w ,∀w, t (3)

−

∑
e∈c

Pch,max
e ≤ P̂DA

c,t ≤

∑
e,w∈c

(PWmax
w + Pdis,max

e ),∀c, t

(4)

0 ≤ R̂ch
e,t ≤ Pch,max

e ,∀e, t (5)

0 ≤ R̂dis
e,t ≤ Pdis,max

e ,∀e, t (6)

0 ≤ Pch
e,t ≤ ue,t · Pch,max

e ,∀e, t (7)

0 ≤ Pdis
e,t ≤ (1 − ue,t ) · Pdis,max

e ,∀e, t (8)

0 ≤ Pch
e,t + R̂ch

e,t ≤ Pch,max
e ,∀e, t (9)

0 ≤ Pdis
e,t + R̂dis

e,t ≤ Pdis,max
e ,∀e, t (10)

ôRedise,t , ôReche,t , ô
E
c,t ≥ 0,∀c, e ∈ c, t (11)

Emin
e ≤ Ee,t ≤ Emax

e ,∀e, t (12)

Ee,1 = E ini
e ,∀e (13)

Ee,t = Ee,t−1 + (Pch
e,t + R̂ch

e,t ) · ηch −
(Pdis

e,t + R̂dis
e,t )

ηdis
,∀e, 1 < t

(14)

Constraint (2) defines the total energy bid by the WF-
ESS in the day-ahead market which is a combination
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of the energy from the wind farm and the storage
system. Constraint (3) limits the bidding by the wind
farm in the day-ahead market to its installed capacity
and (4) limits the total energy bids by the WF-ESS to
the summation of the installed capacity of the wind
farm and the storage system. Constraints (5) and (6)
enforce limits for the downward and upward reserves
by the storage system, Rch

e,t and Rcdis
e,t , respectively. Sim-

ilarly, (7) and (8) limit the bidding by the storage
system in the day-ahead energy market. Constraints
(9) and (10) show that the total charging and dis-
charging of the storage in the reserve and energy
markets should be less than the charging and dis-
charging capacity of the storage system, respectively.
Constraint (11) shows the offer prices of the WF-ESS
in the day-ahead energy and reserve markets should
be more than zero. Finally, (12)–(14) enforce limits to
the state of charge for the storage system.

2. Lower-level problem:
The lower-level is from day-ahead market clearing
by the DMO. This local day-ahead market is cleared
by solving the optimization problem defined by con-
straints (15)–(A.16). The primal variable is set {Pg,t ,
Qg,t , RUP

g,t , R
DN
g,t , P

DA
c,t , R

ch
e,t , R

dis
e,t , Vi,t , Il,t , f

p
l,t , f

q
l,t}. All dual

variables are given in a parentheses in front of con-
straints.

Minimize
∑
t∈T

∑
g∈GD

(OE
g,t · Pg,t + ORUP

g,t · RUP
g,t + ORDN

g,t · RDN
g,t )

+

∑
t∈T

[

∑
c

ôEc,t · PDA
c,t

+

∑
e∈c

(̂oReche,t · Rch
e,t + ôRedise,t · Rdis

e,t )]

+

∑
t

∑
i∈ND−T

∑
s

πs · λTDt,s · PTD
t,i

(15)

The objective function in (15) minimizes the total en-
ergy and reserve capacity costs from DERs (shown in
the first line), and the energy and the reserve capacity
cost form the WF-ESS (shown in the second line) in
the joint day-ahead market. The objective function is
subjected to the constraints which are mainly distri-
bution system constraints. The distribution system is
represented through a second-order cone program-
ming (SOCP) relaxation, which is tight for radial dis-
tribution systems [35]. Through the SOCP relaxation,
the distribution system constraints become convex
which is a necessary condition for solving the bi-level
optimization problems. The constraints are shown in
Appendix A.

3. Solving the bi-level optimization problem:
To solve the bi-level problem, first, the lower-level
problem of DMO-market-clearing including Eqs. (15)–
(A.16) are replaced by their Karush–Kuhn–Tucker
(KKT) conditions. Note that these KKT conditions pro-
vide the optimality conditions since the lower-level
problem is convex. Then, the KKT equations of the
lower level problem will be added to the upper-level
problem including Eqs. (1)–(14). The resulting single-
level optimization model is a mathematical prob-
lem with equivalent constraints (MPEC). This prob-
lem, however, is non-linear. There are two sources
of non-linearity that can be linearized as described
below:
A. Rout et al.
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– The first source of non-linearity is the set of
complementarity conditions that are within the 
KKT conditions. Each complementarity condition 
can be linearized using a ‘‘Big-M’’ approach [36].

– The second source of non-linearity comes from
the bilinear terms in the objective function (1).
Inspired from [37], we linearize those bilinear 
terms.

After solving the aforementioned non-linearity in the MPEC
model, it turns into a mixed integer linear problem which its
output is the strategic bidding prices (̂oEc,t , ô

Redis
e,t , ôReche,t ) and

quantities (̂PDA
c,t , R̂

ch
e,t , R̂

dis
e,t ) by which WF-ESS participates in

the day-ahead market in step 2.
• Step 2. Day-ahead market clearing

In this step, the day-ahead market is cleared. As it is ex-
plained in Section 3, the day-ahead market in the coupled
market model consists of three steps. The first step is the
preliminary scheduling, the second step is the wholesale
market clearing and the third step is the local day-ahead
market clearing. A complete mathematical formulation for
the day-ahead market in the coupled market model is ex-
plained in [6]. However, to clarify the inputs and outputs
of this step, a short explanation together with a simplified
formulation is presented below.

1. Step I: Day-ahead preliminary scheduling by the
DMO:
The DMO first aggregates all the bids and offers from
the DERs by solving a preliminary scheduling problem
where the objective function is minimizing the total
cost of energy and reserve capacity. The objective
function is shown in (16).

Minimize
∑
t∈T

∑
g∈GD

(OE
g,t · Pg,t + ORUP

g,t · RUP
g,t + ORDN

g,t · RDN
g,t )

+

∑
t∈T

[

∑
c

ôEc,t · PDA
c,t

+

∑
e∈c

(̂oReche,t · Rch
e,t + ôRedise,t · Rdis

e,t )]

+

∑
t

∑
i∈ND−T

∑
s

πs · λTDt,s · PTD
t,i

(16)

Eq. (16) minimizes the total cost of generation and
reserve capacity of the DERs in the local market plus
the expected cost of buying/selling energy and reserve
from/to the TMO market. The cost of this energy is
the day-ahead price in the wholesale market. This
price has to be estimated by the DMO and is therefore
based on a set of scenarios and their associated prob-
abilities of occurrence. Note that ôEc,t , ô

Rech
e,t and ôRedise,t in

(16) are no longer decision variables, but parameters
which are the output of the bi-level optimization in
step 1. Constraints of the objective function in (16)
are similar to the ones in (A.1)–(A.16).
Through this preliminary scheduling, the local mar-
ket price for energy and reserve will be determined.
The energy price (λDAi,t ) is the Lagrange multiplier of
the power balance equation at the interface node
between the TSO and DSO, which can be determined
by deriving the KKT conditions of the above convex
optimization problem. Moreover, the Lagrangian mul-
tiplier of (A.4) and (A.5) symbolized with λUPt and
λDN , are the price for the upward and downward
t
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reserve capacity in the distribution system. The power
injected at the interface node (P̃TD

i,t ), total reserve ca-

pacity of DERs (R̃UP/DN
g,t ), energy price (λDAi,t ) and reserve

price (λUP/DNt ) are outputs of this step by which the
DMO participates in the wholesale market.

2. Step II: Day-ahead market clearing by the TMO:
In this step, the wholesale day-ahead joint energy and
reserve capacity market is cleared by the TMO. The
DMO and transmission generators participate in this
market. The objective of this market is maximizing
social welfare. However, since in this paper the de-
mand is considered to be inelastic, the social welfare
is equivalent to minimizing the total generation cost.

Minimize
∑
t∈T

∑
g∈GT

(OE
g,t · Pg,t + ORUP

g,t · RUP
g,t + ORDN

g,t · RDN
g,t )

+

∑
t∈T

∑
i∈NT−D

(λDAi,t · PDT
i,t

+ λUPt · RDT/UP
i,t − λDNt · RDT/DN

i,t )

(17)

The first line in (17) consists of the cost of energy
and reserve capacity procured by the transmission
generators. The second line accounts for the total
costs of energy and reserve capacity procured by the
DERs. The objective function is subjected to the trans-
mission system constraints. In a transmission system,
the error in the DC power flow is less than in the
distribution system, therefore a DC power flow can
be used to model the transmission system constraints.
The constraints can be found in Appendix B. After
clearing this market, the DMO is informed about the
allocated power flow over the interface transformer
(P̃DT

i,t ) and the required reserve capacity from DERs

(R̃DT/UP
i,t and R̃DT/DN

i,t ).
3. Step III: Day-ahead market clearing by the DMO:

In this step, the DMO clears the day-ahead joint en-
ergy and reserve capacity market based on the up-
dated information from step II. This local day-ahead
market is cleared with the objective function shown
by (18):

Minimize
∑
t∈T

∑
g∈GD

(OE
g,t · Pg,t + ORUP

g,t · RUP
g,t + ORDN

g,t · RDN
g,t )

+

∑
t∈T

[

∑
c

ôEc,t · PDA
c,t

+

∑
e∈c

(̂oReche,t · Rch
e,t + ôRedise,t · Rdis

e,t )]

(18)

The objective function in (18) is minimizing the total
generation cost of DERs in the distribution system.
The constraints in this step are mostly similar to
the preliminary scheduling. The differences are in the
power balance equation in (19) and the required up-
ward and downward reserves in (20) and (21) which
are written as follows:∑
l=(j,i)

(f pl,t − Il,t · rl) +

∑
g∈GD

Pg,t +

∑
c∈i

PDA
c,t − P̃DT

i,t

= P load
i,t +

∑
f pl,t + Gi · Vi,t ,∀i ∈ ND, t

(19)
l=(i,j)
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∑
g∈GD

RUP
g,t +

∑
e

Rdis
e,t ≥ R̃DT/UP

i,t ,∀i ∈ ND−T , t (20)

∑
g∈GD

RDN
g,t +

∑
e

Rch
e,t ≥ R̃DT/DN

i,t ,∀i ∈ ND−T , t (21)

In (19), P̃DT
i,t is a parameter symbolizing the power

flow injected at the interface node of the distribution

system. In (20) and (21), R̃DT/UP
i,t and R̃DT/DN

i,t are param-
eters symbolizing the required upward and down-
ward reserves in the distribution system, respectively,
which are generated in step II. The rest of the con-
straints are similar with the ones in (A.1), (A.3), and
(A.6)–(A.16) shown in Appendix A. The outputs of this
step, regarding the upward and downward reserve

capacity (R̃UP/DN
g,t and R̃dis/ch

e,t ) and the scheduled energy
of dispatchable generators (P̃g,t and P̃DA

c,t ), are inputs
for the balancing market which is explained further
in Section 5.2.

• Step 3. Remuneration
In this step, according to the cleared day-ahead market price

(λDAi,t and λUP/DNt ) and quantities (P̃DA
c,t and R̃dis/ch

e,t ) obtained in
step 2, the day-ahead revenue of the WF-ESS is calculated
as shown in (22):∑

t

[

∑
c

λDAc∈i,t · P̃DA
c,t +

∑
e

λUPt · R̃dis
e,t + λDNt · R̃ch

e,t ] (22)

.2. Mathematical formulations: Revenue maximization in the bal-
ncing market

As explained earlier in Section 4.2, the bidding of the WF-ESS
n the balancing market is non-strategic. The revenue calculations
f the WF-ESS in the balancing market has three steps. Step 1 is to
enerate the bids through a self-optimization problem. Step 2 is
he balancing market clearing process including three steps (4–6)
f the coupled market model explained in Section 3. Lastly, step
is the remuneration phase in which the WF-ESS calculates its
alancing revenue based on a dual-pricing mechanism.
These three steps need to be performed through a shrinking

olling horizon approach. The balancing market is cleared every
5 min in a time window of 24 h. At each time interval inside
he rolling horizon, the horizon is shrunk by a one time step and
he optimization is solved over the remaining horizon with the
ew forecasts of the current day. The forecast is for the uncer-
ain parameters which are dependent on scenarios. Wind output
PWact
w,t,s ), the imbalance prices (λ+/−

t,s ), and the total system imbal-
nce (SIt,s) are the uncertain scenario-based parameters in step
. Indeed, there is no uncertainty in steps 2 and 3 which happen
n real-time. Each of these shrinking horizon solutions gives the
urrent variable outputs and at the current time. Mathematical
ormulations belong to steps 1–3 are described as follows.

• Step 1: Generate balancing-non-strategic bids
In step 1, the WF-ESS solves a self-scheduling problem
to determine its most beneficial actions in the balancing
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market in terms of its bidding volume for a given price and
for the time-horizon of 24 h.

∑
t

[

∑
e∈c

∑
s

πs · ((λ+

t,s · Pdis/BL
e,t,s − λ−

t,s · Pch/BL
e,t,s )

+

∑
c

(λDAc∈i,t · (1 − zt,s) ·∆c,t,s)

+

∑
c

(λ+

t,s · zt,s · yt,s ·∆+

c,t,s + λ−

t,s · zt,s · (1 − yt,s) ·∆−

c,t,s))]

(23)

The objective function in (23) consists of three parts. The
first term is the revenue obtained by the storage system
due to actively bidding in the balancing market. The second
and the third terms belong to the imbalance settlement in
which the storage system pays or is being paid, depending
on whether or not its imbalance is in the opposite direc-
tion with the total system imbalance. As the dual-pricing
mechanism is applied, in the case in which the deviation
is in the same direction with the total system imbalance,
the WF-ESS has to pay with a price equal to the λDAc∈i,t ,
otherwise, it is being paid by a price equal to λ+

t,s or λ−

t,s
depending on having a short or long imbalance, respec-
tively. As mentioned earlier, this step happens before the
real-time, hence the wind power and imbalance prices and
the total imbalance of the system are scenario-dependent.
Constraints Eqs. (24)–(39) need to be enforced.

∆c,t,s = PTotalrealtime
c,t,s − P̃DA

c,t ,∀c, t, s (24)

∆c,t,s · SIt,s ≤ zt,s · M,∀c, t, s (25)

∆c,t,s · SIt,s ≥ −(1 − zt,s) · M,∀c, t, s (26)

PTotalrealtime
c,t,s =

∑
w∈c

PWact
w,t,s +

∑
e∈c

(̂Pdis/BL
e,t,s − P̂ch/BL

e,t,s ),∀c, t, s

(27)

∆c,t,s = ∆+

c,t,s −∆−

c,t,s,∀c, t, s (28)

0 ≤ ∆+

c,t,s ≤ yt,s · (
∑
w∈c

PWact
w,t,s +

∑
e∈c

Pdis,max
e ),∀c, t, s (29)

0 ≤ ∆−

c,t,s ≤ (1 − yt,s) · P̃DA
c,t ,∀c, t, s (30)

P̂ch/BL
e,t,s + P̃ch

e,t ≤ Pch,max
e ,∀e, t, s (31)

P̂dis/BL
e,t,s + P̃dis

e,t ≤ Pdia,max
e ,∀e, t, s (32)

0 ≤ P̂ch/BL
e,t,s ≤ ue,t,s · Pch,max

e ,∀e, t, s (33)

0 ≤ P̂dis/BL
e,t,s ≤ (1 − ue,t,s) · Pdis,max

e ,∀e, t, s (34)

ĉh/BL c̃h
Pe,t,s ≤ Re,t ,∀e, t, s (35)
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P̂dis/BL
e,t,s ≤ R̃dis

e,t ,∀e, t, s (36)

Emin
e ≤ Ee,t ≤ Emax

e ,∀e, t, s (37)

Ee,1 = E ini
e ,∀e (38)

Ee,t =Ee,t−1 +

∑
s

πs · (Pch/BL
e,t,s · ηch −

Pdis/BL
e,t,s

ηdis
),∀e, t > 1

(39)

Constraints (24) and (27) are related to the amount of
the imbalances caused by the WF-ESS. Constraints (25)
and (26) define the direction of the imbalance of the WF-
ESS with respect to the total system imbalance. SIt,s in-
dicates the total system imbalance and is scenario-based.
Constraints (28)–(30) define the positive and negative im-
balance by WF-ESS. Constraints (31) and (32) limit the
upward and downward energy of the storage system in the
balancing market. Constraints (33)–(36) limit the charging
an discharging of the storage system with respect to the
scheduled energy of the storage in the day-ahead market
(P̃dis

e,t and P̃ch
e,t ). Finally, (37)–(39) depict the state of the charg-

ing of the storage systems. The output of this optimization
is an estimated bidding energy of the WF-ESS by which it
will participate in the balancing market.

• Step 2: balancing market clearing
This step includes steps IV–VI in the coupled market model
shown in Fig. 1 and explained in Section 3. In [6], the for-
mulation for each step is described in detail, but for clarity,
each step is formulated briefly here as well. Note that, τ in
the equations below is the time unit of the balancing market
in the shrinking rolling horizon.

1. Step IV: Balancing preliminary scheduling:
In this step, the DMO estimates the local balancing
market price by which it participates in the central
real-time balancing market. The objective function is
minimizing the expected cost of balancing services at
the distribution system shown in (40).

Minimize{
∑
g∈GD

(OEUP
g,τ · PUP

g,τ − OEDN
g,τ · PDN

g,τ )

+

∑
e

(OEdis
e,τ · Pdis/BL

e,τ − OEch
e,τ · Pch/BL

e,τ )

+

∑
i∈ND−T

∑
s

πs · (λ+

τ ,s · PDT/UP
i,τ − λ−

τ ,s · PDT/DN
i,τ )}

(40)

The first and the second term in (40) is the cost of the
balancing services procured from the DERs and the
third term belongs to the cost of balancing services
procured by the transmission system. The following
constraints need to be imposed:

(λDBLi,τ ) :

∑
l=(j,i)

(f pl,τ − Il,τ .rl) +

∑
g∈i

(P̃g,τ + PUP
g,τ − PDN

g,τ )

+ (P̃DA
c,τ + Pdis/BL

e,τ − Pch/BL
e,τ )

+

∑
i∈ND−T

(PDT/UP
i,τ − PDT/DN

i,τ ) = αImb · SIτ ,s

+ P load
i,τ +

∑
l=(i,j)

f pl,t + Gi.Vi,t ,∀i ∈ ND
(41)
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P̃g,τ + PUP
g,τ ≤ Pgmax

g ,∀g ∈ GD (42)

P̃g,τ − PDN
g,τ ≥ Pgmin

g ,∀g ∈ GD (43)

−R̃UP/DN
g,τ ≤ PUP/DN

g,τ ≤ R̃UP/DN
g,τ ,∀g ∈ GD (44)

Constraint (41) is the power balance equation. αImb is
the fraction of the total imbalance system which be-
longs to the distribution system. Constraints (42)–(44)
limit the upward and downward balancing regula-
tions. The rest of the constraints are related to the
system constraint which is similar with the ones in
(A.1), (A.3), and (A.6)–(A.16) shown in Appendix A.
The output of this step is the local balancing market
price (λDBLi,τ : the Lagrangian multiplier of (41)) and
quantities (PDT/UP

i,τ and PDT/DN
i,τ ), by which the DMO

participate in the TMO-balancing market in step V.
2. Step V: Balancing market clearing by the TMO:

In this step, the TMO clears the real-time central
balancing market. Generators connected to the trans-
mission system and the DMO with aggregated bids
from the DERs participate in this market (see Fig. 1).
This is the objective function:

Minimize
∑
g∈GT

(OEUP
g,τ · PUP

g,τ − OEDN
g,τ · PDN

g,τ )

+

∑
i∈NT−D

λDBLi,τ · (PDT/UP
i,τ − PDT/DN

i,τ )
(45)

The first term is related to the cost of balancing ser-
vices from the transmission generators. In the second
term, λDBLi,τ is the price of balancing services form
aggregated the DERs by the DMO. The system con-
straints of the transmission system are enforced as
shown in (B.1)–(B.10) in Appendix B. The results of
this step, which will be passed on to the DMO, is
indicating the deployed energy from transmission to
the distribution system.

3. Step VI: Balancing market clearing by the DMO:
In this step, the DMO clears the local balancing mar-
ket. The objective function is minimizing the balanc-
ing service cost deployed by the DERs:

Minimize{
∑
g∈GD

(OEUP
g,τ · PUP

g,τ − OEDN
g,τ · PDN

g,τ )

+

∑
e

(OEdis
e,τ · Pdis/BL

e,τ − OEch
e,τ · Pch/BL

e,τ )}
(46)

The power balance equation is as follow:

(λDBLi,τ ) :

∑
l=(j,i)

(f pl,τ − Il,τ .rl) +

∑
g∈i

(P̃g,τ + PUP
g,τ − PDN

g,τ )

+ (P̃DA
c,τ + Pdis/BL

e,τ − Pch/BL
e,τ )

+

∑
i∈ND−T

(P̃DT/UP
i,τ − P̃DT/DN

i,τ ) = P load
i,τ

+

∑
l=(i,j)

f pl,τ + Gi.Vi,τ ,∀i ∈ ND

(47)

In the power balance equation in (47), ∆̃PDT
i,τ is the

scheduled adjustment from transmission level to the
A. Rout et al.
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distribution level which has been calculated in step
V. The rest of the constraints are similar with the sys-
tem constraints shown in Appendix A. The output of
this step is the cleared balancing market price (λDBLi,τ )

and quantities (P̃dis/BL
e,τ , P̃ch/BL

e,τ ) by which the WF-ESS
calculates its revenue in step 3.

• Step 3: Remuneration
This step, which happens at the imbalance settlement phase,
calculates the revenue of the WF-ESS by the cleared balanc-
ing market price and quantities obtained in step VI of step 2.
As explained in Section 3, in the imbalance settlement of the
balancing market, the dual pricing mechanism is applied.
Therefore, the revenue calculation is as follow:∑
e∈c

(λDBLτ · P̃dis/BL
e,τ − λDBLτ · P̃ch/BL

e,τ )

−

∑
c

(λDAτ · a · ∆̃+
c,τ ,sr + λDAτ · b · ∆̃−

c,τ ,sr )

+

∑
c

(λDBLτ · c · ∆̃+
c,τ ,sr + λDBLτ · d · ∆̃−

c,τ ,sr )

(48)

where a, b, c, d are binary parameters which at each mo-
ment only one of them is equal to one and the rest are
zero. For example, a = 1 means that in the real-time the
imbalance caused by the WF-ESS is positive (Delta+

c,τ ,sr ) and
is in-line with the direction of the total system imbalance.
Therefore, the WF-ESS should pay for causing this imbalance
in the system at the rate of the day-ahead market price.
The definitions of ∆̃+

c,τ ,sr , ∆̃
−
c,τ ,sr are based on the (24)–(30).

However, the difference is that in (48) , ∆̃+
c,τ ,sr and ∆̃

−
c,τ ,sr do

not depend on the scenario, since this step is after scenario

realizations. Note that sr is one realized scenario. P̃dis/BL
e,τ and

P̃ch/BL
e,τ are cleared charging and discharging of storage system

in the balancing market obtained in step VI of step 2.

6. Input data and case studies

In this section, the input data and main case studies which
have been used for the simulations are described.

6.1. Input data

The proposed coupled TMO–DMO market model is tested
using a radial 30-bus medium voltage Dutch distribution sys-
tem and the IEEE-24 bus transmission system [38] as shwon in
Fig. 3. The data for the offer prices of distributed generators are
from [39]. Tables 4 and 5 summarize the data for generators
at transmission and distribution network level, respectively. The
WF-ESS is located at bus number 19 (at the end of the feeder)
of the distribution system with a wind farm with an installed
capacity of 6 MW. The storage system has 5 MW charging and
discharging capacity with an efficiency of 80%. The wind speed
data are from the Royal Netherlands Meteorological Institute
(KNMI) [40]. The day-ahead and imbalance market prices and to-
tal system imbalances are for the Netherlands and obtained from
the ENTSO-e transparency platform [41]. The residential loads in
the distribution system are generated with the method described
n [42]. For the industrial loads, the data for the Netherlands from
he NEDU profiles [43] has been used. To generate the scenarios
n Artificial Neural Network modelling approach is applied in
rder to obtain a set of scenarios of wind power generation, day-
head, and imbalance market prices. The time resolution of the
ay-ahead market is one hour with a time horizon of 24-hours
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Table 4
Data for transmission generators.

Gens.
bus no.

Pgmax
g

MW
Pgmin
g MW OE

g,t
e/MWh

ORUP/DN
g,t
e/MW

1 15.2 3,4 90.58 50
2 15.2 3,4 90.58 50
7 30 7.5 130.63 70
13 59.1 20,85 130.27 70
15 60 12 210 120
15 15.5 5,25 60.75 40
16 15.5 5,25 60.75 40
18 40 40 30.39 20
21 40 40 30.39 20
23 31 10,5 60.75 40
23 35 14 70.03 50

Table 5
Data for distribution generators.

Gens.
bus no.

Pgmax
g

MW
OE
g,t
e/MWh

ORUP/DN
g,t
e/MW

3 1.96 25 12
4 0.98 20 10
5 1.96 15 7.5
17 0.98 30 15
19 5 15 7.5
26 1.96 22 12
29 0.98 18 9
31 0.98 18 9

and the balancing market is 15 min. αT is considered as 30% of
the total installed generation at the transmission system and αImb
is the ratio of the total installed DERs to the total load of the
system. The mathematical models are formulated in the General
Algebraic Modelling System (GAMS) and solved with the solvers
CPLEX and MOSEK on a computer with CPU E5-2697 v3@2.6 GHz.
The computational time for the participation of the WF-ESS in one
time-step of the day-ahead market (i.e. 1 h) and the balancing
market (i.e. 15 min) of the coupled market model is 34 s and 16 s,
respectively.

6.2. Case studies

In this section, the case studies which are going to be analysed
in the results section are introduced. The first one is regarding the
market model and the second one is about different sorts of DERs.

6.2.1. Market model case studies
In this paper, in addition to the coupled market model which

is explained earlier, a centralized market is also considered as
the benchmark. This market model is more compatible with the
current electricity market regulation. More detailed information
about the centralized market and its mathematical formulation
can be found in Appendix A.

As the WF-ESS is relatively small compared with the size of the
market, the WF-ESS cannot behave strategically in the centralized
market and therefore his behaviour does not affect the market
price. Consequently, the WF-ESS is a price-taker in both day-
ahead and balancing markets hence, it solves a self-scheduling
problem to determine its most beneficial actions for given prices
in day-ahead and/or balancing markets.

6.2.2. DER case studies
In the WF-ESS case, the storage system participates in the

energy and reserve capacity market and actively bids into the
balancing markets. The wind farm alone, however, is limited in
how it can participate in the market. Due to the stochastic nature

of wind power, the wind farm alone is considered unable to

A. Rout et al.
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Fig. 3. Connected transmission and distribution system diagram for the case studies.
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Fig. 4. The revenue of the wind farm in the coupled versus the centralized
market.

participate in the reserve capacity market and/or actively bid into
the balancing market, so it can only actively bid into the day-
ahead energy market. However, in the balancing market, the wind
farm may have to be paid or pay the market imbalance price
(based on the assumed dual pricing scheme), depending on its
real-time deviation with respect to the total system imbalance.

Because of higher complexity in the WF-ESS compared with
the wind farm case, the mathematical formulations have been
presented for the WF-ESS case. However, these formulations can
be easily adapted for the wind farm alone, if one sets the capacity
of the storage system equal to zero.

7. Results and discussion

In this section, the numerical results of the simulation are
shown. In Section 7.1, the results of the wind farm’s revenue
in the coupled versus the centralized market are presented. In
Section 7.2, the results of sensitivity analysis for changing the
distribution system parameter, e.g. resistance and loads, and their
effects on the day-ahead revenue and bidding wind energy by the
wind farm are presented. In Section 7.3, the wind generation of
he wind farm at different resistance rates in the coupled mar-
et is compared with the one in the centralized market model.
inally, in Section 7.4, the revenue of the wind farm is compared
ith the case in which the wind farm is equipped with a storage
ystem. Therefore, the results of the performance of the WF-ESS
n the coupled and centralized market is shown in this section.
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Fig. 5. The DA market price in the coupled versus centralized market.

7.1. Wind farm’s revenues in the coupled versus centralized market

Fig. 4 shows the revenues of the wind farm in day-ahead and
balancing markets for different market models. As this figure
shows, in the coupled market model, the day-ahead revenue
is significantly higher compared to the one in the centralized
market model. The reason is indeed the strategic behaviour of the
wind farm in the day-ahead coupled market which leads to higher
market prices. For the comparison, Fig. 5 shows the day-ahead
arket prices in the coupled versus centralized market models
nd is showing a relatively higher value for day-ahead market
rices in the coupled market.
As expected, the revenue in balancing markets is lower than

he revenue in the day-ahead market for both market models.
oreover, for both market models, the balancing market revenue

s negative which means that the wind farm has to pay the
mbalance penalty cost to the system. Compared to the day-
head market, there is not that much of a difference between the
alancing revenue of coupled and centralized markets. The reason
s that, as explained in Section 4.2, in the balancing market of
he coupled market model, the wind farm cannot exercise market
ower. However, the difference is significantly higher in the
ay-ahead revenue of the wind farm when it participates strate-
ically in the coupled market in comparison with its non-strategic
ay-ahead revenue in the centralized market.
A. Rout et al.
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Fig. 6. The effect of increasing resistance and loads on the voltage through the
feeder.

7.2. The effect of distribution system parameters on exercising mar-
ket power by the strategic wind farm

To see the effect of distribution system parameters on the
revenue of strategic market players, two parameters are being
changed, loads, and the resistance of branches. In the distribu-
tion systems, cables are usually being used and their reactant
compared with the resistance have smaller values. Therefore,
changing the resistance of cables can be sufficient for studying the
effect of branch parameters on the strategic biding of DERs. Per-
forming this sensitivity analysis helps to understand whether or
not changing loads and resistances, effects on the bidding volume
and the revenue of the strategic wind farm. Before answering this
question, one needs to study the effect of varying the resistance or
loads on the security element of the distribution system, i.e. the
voltage. To a better understanding of this effect, an example in
Fig. 6 has been demonstrated. This figure shows a feeder where
at its end, there is a generator, and in the middle, there are some
loads. The generator’s situation is almost comparable to the wind
farm. In the diagram in Fig. 6, there are three curves showing
voltage magnitude through the feeder in three different cases. The
green curve in the middle is related to the normal situation where
there is not increasing loads or resistance, hence the voltage along
the feeder is always in the secure range. The red curve is related
to the case where the resistance is increasing. As it is shown,
the voltage along the feeder is increasing too, so that at the end
of the feeder, there is an over-voltage. In contrast, by increasing
the loads, the voltage along the feeder is decreasing in such a
way that at the end of the feeder an under-voltage happens. This
is shown by the blue curve in the diagram. Therefore, in both
cases, i.e. either increasing the loads or increasing the resistance,
the voltage at the end of the feeder-where the generator is
located can be higher or lower than the security limits. Hence,
the generator reacts differently to each of the two cases. In the
case where the resistance is increasing, to counteract the over-
voltage, the generator has to reduce its generation. This prevents
the generator to exercise the market power because the generator
knows that its power is not required by the system. In contrast, in
the case where the loads are increasing, to counteract the under-
voltages, the generator should inject more power to raise the
voltage. Therefore, in this case, the generator by knowing this fact
that its power is being required by the system operator might
exercise market power. This market power is performed through
an economic withholding which leads to a higher bidding price
and a lower bidding quantity.

Now, back to the case study for the wind farm, the effect
of increasing loads and resistance are being investigated. First
starting with the loads. The effect of increasing the loads on the
 c
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Fig. 7. The effect of increasing loads on the day-ahead energy and revenue of
wind farm.

bidding behaviour of the wind farm is presented in Fig. 7. In the
horizontal axis, a different percentage of the load is shown. When
the load in the distribution system is decreasing with respect to
the base-case, the system is indicated as strong and when the load
is increasing, the system is indicated as weak. The red curve in
the figure shows the day-ahead revenue of the wind farm in the
coupled market model. As it is shown in Fig. 7, by increasing the
loads, the day-ahead revenue has an overall increase. However,
the revenue stays the same up to the point where the load is 80%.
After this point, the revenue starts rising, since the wind farm
realizes that it is required by the system operator thanks to its
geographical location and the under-voltage which is happened
there. Therefore, the wind farm raises the offer prices. On the
other hand, at the point where the revenue is increasing, the
energy bid by the wind farm is decreasing as it is shown by
the orange curve in Fig. 7. In short, Fig. 7 depicts an exercising
market power by the wind farm when the loads are increasing.
The exercising of the market power by the wind farm is shown
through a higher revenue for a lower amount of energy bid into
the day-ahead market, which means a higher day-ahead price.
As it has been mentioned earlier, this phenomenon is the basis
of the economy withholding by which a strategic market player
increases its revenue.

Fig. 8 shows an increase in the resistance and its effect on the
idding wind energy and the day-ahead prices. The horizontal
xis is the difference percentage of the resistance of the cables.
hen the resistance of the cables is decreasing, the system is

ndicated as strong and when the resistance of the cables is
ncreasing with respect to the base-case, the system is indicated
s weak. As it is explained by Fig. 6, increasing the resistance
ill cause an over-voltage at the end of the feeder and therefore,
he wind farm has to decrease its power. This is shown by the
range curve in Fig. 8 which has a downward trend. On the other
and, the day-ahead market prices — indicated by the red curve
n Fig. 8, is also decreasing as the resistance is increasing. This,
herefore, leads to a downward trend in the revenue of the winds
arm as well. Therefore, it can be seen that by increasing the
esistance, the wind farm cannot perform market power.

.3. Renewable generation in the coupled versus centralized market

In this part, the difference between the bidding energy by
he wind farm in the coupled versus centralized markets with
ifferent resistance rates is studied. In the centralized market,
s it is explained in Appendix C, distribution system constraints
re not taken into account during market clearing. This means
hat in the centralized market, the feasibility of the distribution
ystem constraints when the DERs are getting dispatched is not

onsidered, and therefore, there might be the chance that they

A. Rout et al.
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Fig. 8. The effect of increasing cable resistances on the day-ahead energy and
revenue of the wind farm.

Fig. 9. Wind generation in the coupled and the centralized market.

ause system disturbances. To avoid this, a power flow for the
istribution system with different resistance rates is performed,
o determine the maximum energy allowed by the wind farm
hich does not cause disturbances in the distribution system.
hen, the maximum energy allowed by the wind farm is getting
ompared with its bidding energy in the centralized market. If
he bidding energy, in the centralized market and at a certain
esistance rate, is lower than the maximum allowed energy, there
ill not be any wind curtailment, otherwise, there will be wind
urtailments to reduce the bidding energy to the amount of the
aximum allowed energy by the wind farm at that resistance

ate.
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Fig. 9 shows the bidding wind energy into the day-ahead
market in the coupled versus the centralized market. The red
curve shows the wind generated by the wind farm in the central-
ized market and the orange curve shows the one in the coupled
market. As is expected, the wind generation in the centralized
market has a downward trend by increasing the resistance, the
same as that in the coupled market. However, at any resistance
rate, the wind generation in the coupled market is higher than the
wind generation in the centralized market. In other words, in the
coupled market the distribution system is dynamically checked
at each moment while in the centralized market, the distribution
system is taken into account statically. Therefore, in a weak
system where the resistance is higher and the distribution system
is more often in danger of disturbance, the renewable-based DERs
such as wind farms are more likely to be curtailed. In the coupled
market, however, dynamically checking the distribution system
let the wind farm to generate at a higher rate. This can be seen in
Fig. 9 where for example at 140% resistance, the wind generation
in the coupled market is almost 50% higher than the one in the
centralized market.

7.4. Effect of storage system on the wind farm’s revenue

In this section, the results for the difference between the
wind farm alone and the WF-ESS, in terms of their revenues,
are presented. These results want to show whether or not being
equipped with a storage system is affordable for the wind farm.
This comparison is performed for both market models.

Fig. 10 shows the revenues of the WF-ESS in day-ahead and
balancing markets for different market models. To make the
figure more readable, the results in Fig. 4 are added to Fig. 10 as
ell. As the figure shows, in the coupled market model, the day-
head revenue either at the wind farm alone or the WF-ESS case
s significantly higher compared to the ones in the centralized
arket model. The reason is indeed the strategic behaviour of

he wind farm and the WF-ESS in the day-ahead coupled market
hich leads to higher market prices. As expected, Fig. 10 shows

that the revenue in balancing markets, for both cases and at
both market models are lower than the revenues in day-ahead
markets. However, in the case where the wind farm is alone,
at both market models, the balancing market revenue is nega-
tive which means that the wind farm has to pay the imbalance
penalty cost to the system. In contrast, as the storage system
can actively bid into the balancing market, the revenue in the
balancing market for the WF-ESS either at coupled or centralized
market models has positive values which means the WF-ESS can
earn some revenue in the balancing market. There is slightly a
higher balancing market revenue in the coupled compared to the
Fig. 10. Revenue of the wind farm and the WF-ESS in the coupled and the centralized market.
A. Rout et al.
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Fig. 11. The probability density function of the revenue in the balancing market
for the wind farm and the WF-ESS.

centralized market but comparing this difference with the one in
the day-ahead market, this difference is not very significant due
to the non-strategic behaviour of market players in the balancing
market.

To compare the balancing market revenues for different sce-
ario realizations in two cases of wind farm versus WF-ESS, the
robability density function (PDF) of balancing market revenues
as been figured. Fig. 11 shows the PDFs for the wind farm versus
F-ESS case in the coupled market which are the results of 960
oints consists of 10 scenarios realization for each of the 96-time
ntervals in the balancing market. The PDF belongs to the WF-ESS
ase has been shifted to the right in comparison with the one
or the wind farm case and shows an increase in the balancing
arket revenue for the WF-ESS. This means that when the wind

arm is provided with a storage system, for different scenario
ealization, there is a higher revenue compared with the case
here the wind farm solely bid into the market and consequently
as to pay a penalty cost due to its imbalances caused by the
eal-time wind power deviated from the bidding energy in the
ay-ahead market.
It should be mentioned here that to have a better comparison

n terms of revenues between the wind farm case and the WF-
SS case, it is also important to take into account the cost of
he storage system as well. If for the electrical storage system, a
i-ion battery is being considered, the Levelized cost of storage
LCOS) may be equal to 388 e/MWh. In this case the WF-ESS
n the coupled market, with the deducted LCOS from its total
evenue, results in a 227 e/MWh net revenue which is equal
o the 227 e/MWh revenue of the case where the wind farm is
lone. On the other hand, in the centralized market, deducting
he LCOS from the total revenue requires a LCOS of 217 e/MWh
o have an equal profit to a wind farm without a storage system.
herefore, depending on the market model and whether or not
here is market power, a combined wind and storage unit can
e an affordable or a non-affordable option in comparison with a
ase where the wind farm is alone and cannot act strategically.

. Conclusions

This paper proposes a novel strategic bidding method for the
evenue maximization of distributed energy resources (DERs) in
coupled market model. In a coupled market, as described in
ur earlier work [6], there is – in addition to a central market
a local market operated by the distribution market operator

DMO) to facilitate the participation of DERs. The size of the
ocal market is relatively small, and this increases the chance
f some DERs to act strategically. The coupled market consists
f day-ahead and balancing markets on two geographical levels.
he revenue maximization problem has been modelled through
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a bi-level shrinking rolling horizon optimization where its upper-
level problem is from the strategic DER’s perspective and the
lower-level problem is from the market operator’s (DMO’s) per-
spective. In this paper, a wind farm is considered as the strategic
DER, showing that under certain assumptions, also intermittent
resources can exercise market power by economic withholding.

The first research question was to quantify the proposed
strategic revenue maximization of the wind farm in the cou-
pled market model. To answer this question, the results for the
coupled market were compared with the ones for a state-of-art
centralized market model where DERs cannot employ strategic
behaviour. The results confirm the applicability of the proposed
revenue maximization problem and they show that, in general,
the wind farm earns higher revenues in the coupled market
where it can exercise market power, as compared with the
centralized market.

The second research question was whether or not changing
the distribution system parameters can affect the revenue of
the wind farm and its bidding strategy in the coupled market.
Results show that a weak system, with longer feeders and thus
higher branch resistances, leads to higher revenues for the wind
farm, and lower amounts of energy cleared in the day-ahead
market, while a stronger system has a reverse effect. In other
words, a strategic market player in a weak system can increase
its market power and therefore earn a higher income. In contrast,
a strong system prevents exercising market power by market
players. Note that these results have to do with the presence of
the wind farm at the end of a feeder, therefore having a positive
effect on the voltage profile. Moreover, it is seen that in a weak
system, wind generation is significantly higher in the coupled
market compared with the amounts cleared in the centralized
market. This means that the coupled market can better unlock the
potential of the renewable-based DERs which want to participate
in the market.

The last research question was to see whether or not adding a
storage system is affordable for the wind farm. Results show that
in both coupled and centralized markets, the combined wind and
storage system (WF-ESS) has a higher income compared with the
case of the wind farm alone. However, taking into account the
Levelized Cost of the Storage and deducting it from the revenue
can lead to different net revenue for the wind farm with the
storage system in coupled and centralized markets.

Finally, it is important to mention that exercising market
power by market players leads to a higher end-user electricity
price and consequently a higher social cost. Since in the coupled
market design, this market power exists due to the presence of
system constraints, the distribution system operator must also in-
vestigate the cost of upgrading the system to avoid the occurrence
of market power.
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Appendix A. Distribution system constraints

In this section, the constraints that need to be enforced for the
istribution system are explained. Given a distribution node i ∈ 
D, j refers to its unique ancestor.

(θi,l,t ) : Vi,t = Vj,t + 2(rl · f
p
l,t + xl · f

q
l,t ) + r2l · Il,t + x2l · Il,t ,

∀i ∈ ND, l ∈ LD, t
(A.1)

(λDAi,t ) :

∑
l=(j,i)

(f pl,t − Il,t · rl) +

∑
g∈GD

Pg,t +

∑
w∈i

PDA
c,t + PTD

i,t

= P load
i,t +

∑
l=(i,j)

f pl,t + Gi · Vi,t ,∀i ∈ ND, t
(A.2)

(µi,t ) :

∑
l=(j,i)

(f ql,t − Il,t · xl) +

∑
g∈i

Qg,t + Q TD
i,t

= Q load
i,t +

∑
l=(i,j)

f ql,t − bi · Vi,t ,∀i ∈ ND, t
(A.3)

(λUPt ) :

∑
g∈GD

RUP
g,t +

∑
e∈i

Rdis
e,t ≥ 0,∀t (A.4)

(λDNt ) :

∑
g∈GD

RDN
g,t +

∑
e∈i

Rch
e,t ≥ 0,∀t (A.5)

(ϕ+

g,t ) : Pg,t + RUP
g,t ≤ Pgmax

g ,∀g ∈ GD, t (A.6)

(ϕ−

g,t ) : Pg,t − RDN
g,t ≥ Pgmin

g ,∀g ∈ GD, t (A.7)

(ξl,t ) : (f pl,t )
2
+ (f ql,t )

2
≥ Il,t · Vi,t ,∀i ∈ ND, l = (i, j) ∈ LD, t (A.8)

(ζl,t ) : (f pl,t )
2
+ (f ql,t )

2
≤ S2l,t ,∀i ∈ ND, l = (i, j) ∈ LD, t (A.9)

(φg,t ) : (Pg,t )2 + (Qg,t )2 ≤ S2g,t ,∀g ∈ G, t (A.10)

(σ+

i,t , σ
−

i,t ) : Vmin
i ≤ Vi,t ≤ Vmax

i ,∀i ∈ ND, t (A.11)

(δ+

g,t , δ
−

g,t ) : Q gmin
i ≤ Qg,t ≤ Q gmax

i ,∀g ∈ G, t (A.12)

(β+

g,t , β
−

g,t ) : Pgmin
g ≤ Pg,t ≤ Pgmax

g ,∀g ∈ G, t (A.13)

(γ+

c,t , γ
−

c,t ) : 0 ≤ PDA
c,t ≤ P̂DA

c,t ,∀c ∈ C, t (A.14)

(ψ+

e,t , ψ
−

e,t ) : 0 ≤ Rdis
e,t ≤ R̂dis

e,t ,∀e ∈ E, t (A.15)

(ϑ+

e,t , ϑ
−

e,t ) : 0 ≤ Rch
e,t ≤ R̂ch

e,t ,∀e ∈ E, t (A.16)
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Constraint (A.1) accounts for the voltage difference which is
induced by the power flow over a line. Constraints (A.2) and
(A.3) are active and reactive power balance equations of the
distribution system, respectively. In (A.4) and (A.5) the required
upward and downward reserves procured from DERs are defined.
This constraint guarantees that a certain amount of the total
installed capacity from dispatchable generators is available for
the balancing purpose. Constraints (A.6) and (A.7) are limits for
the reserve capacity of generators. Constraints (A.8) shows the
relation between voltage and current and active and reactive
power flow over a line and is the conic equation of the distri-
bution system. Constraint (A.9) imposes the congestion limit for
the distribution lines. Constraint (A.10) is related to the genera-
tion capability curves and is linearized by the method explained
in [44]. Constraints (A.11)–(A.16) impose limits on the involved
decision variables.

Appendix B. Transmission system constraints

In this section, the constraints that need to be enforced for the
transmission system are explained.

f pl,t = Bl(θi,t − θj,t ),∀(i, j) ∈ l, l ∈ LT , t (B.1)

− TCl ≤ f pl,t ≤ TCl,∀l ∈ LT , t (B.2)

∑
g∈GT

Pg,t + PDT
i,t +

∑
(j,i)∈l

f pl,t = P load
i,t +

∑
(i,j)∈l

f pl,t ,∀i ∈ NT , l ∈ LT , t

(B.3)

(RDT/UP
i,t − RDT/DN

i,t ) +

∑
g∈GT

(RUP
g,t − RDN

g,t )

≥ αT .
∑
g∈GT

Pgmax
g ,∀i ∈ NT−D, t

(B.4)

Pg,t + RUP
g,t ≤ Pgmax

g ,∀g ∈ GT , t (B.5)

Pg,t − RDN
g,t ≥ Pgmin

g ,∀g ∈ GT , t (B.6)

Pgmin
g ≤ Pg,t ≤ Pgmax

g ,∀g ∈ GT , t (B.7)

0 ≤ PDT
i,t ≤ P̃TD

i,t ,∀i ∈ NT−D, t (B.8)

0 ≤ RDT/UP
i,t ≤

∑
g∈GD

R̃UP
g,t ,∀i ∈ NT−D, t (B.9)

0 ≤ RDT/DN
i,t ≤

∑
g∈GD

R̃DN
g,t ,∀i ∈ NT−D, t (B.10)

Constraint (B.1) considers the power flow over a transmis-
sion line and (B.2) imposes a limit on this power flow to the
transmission line capacity. In (B.3), the power balance equation
is shown. Constraint (B.4) is the required reserve capacity in the
transmission system level which is a ratio of the totalled gener-
ation directly connected to the transmission system. Constraints
(B.5)–(B.6) correspond to limits for the reserve capacity procured
from generators in the transmission system. Constraints (B.7) and
(B.8) impose limits for the energy from transmission generators
and the DMO, respectively. Eqs. (B.9) and (B.10) limit the reserve
capacity from the DMO.
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Appendix C. Centralized market model

A scheme consisting of centralized day-ahead and balancing
arkets is considered as the benchmark which has the most 
ompatibility with the current electricity market regulation. The 
entralized market model is shown in the grey flowchart in 
ig. C.12. As it is shown in the figure, there are no DMO-operated 
ocal markets, and distribution system constraints are not taken 
nto account. DERs are considered to be connected at the interface
ode of the transmission system and the TMO operates both day-
head and balancing markets for all DERs and generators in the 
ransmission system. Same as the coupled market, the day-ahead
arket is the joint energy and reserve capacity market and there 

s a similar approach regarding the time resolution, time horizon, 
nd market clearing. To avoid disturbing the distribution system, 
ue to activating the DERs, after market clearing, a power-flow for 
he distribution system is performed by the distribution system 
perator, to determine the maximum energy allowed by the DERs 
hich does not cause problems in the distribution system. The 
entralized market model merely consists of Step 2 and Step 5 
shown in Fig. 1) in the coupled market model. A more detailed
xplanation for the clearing process in the centralized market can 
e found in [6]. Below, the revenue maximization problem of the 
F-ESS in the centralized market is explained.

.1. Revenue maximization problem of DERs in the centralized mar-
et model

The steps and their sequences in the WF-ESS’s bidding in
entralized day-ahead and balancing markets are shown in the 
reen bar in Fig. C.12. Relatively speaking, day-ahead and bal-
ncing markets in the centralized market model are much bigger 
han the WF-ESS, hence the WF-ESS cannot behave strategically 
nd exercise market power in the day-ahead market nor the 
alancing market. The balancing market is also modelled through 
he rolling shrinking horizon in case of having a storage system, 
he same as the one in the coupled market model. The dual 
ricing mechanism is also applied in the imbalance settlement 
hase.
In both day-ahead and balancing markets, there are three 

teps. In step 1, generating the non-strategic bids, the WF-ESS 
olves a self-scheduling problem for given scenario-based mar-
et prices to determine its most beneficial actions in terms of 
idding volume. Thereafter, in step 2, the unit participates in the 
ay-ahead or balancing markets and the centralized market be-
omes clear. Finally, in step 3, according to the cleared price and 
uantities in step 2, the day-ahead or balancing revenue of the
F-ESS is calculated. The corresponding mathematical formula-

ions of WF-ESS revenue in day-ahead and balancing markets are 
resented below.

.2. Mathematical formulations: WF-ESS’s revenue in the day-ahead
arket

In this section, the mathematical formulation for the revenue
aximization of the WF-ESS in the day-ahead market is pre-
ented. As shown in Fig. C.12, there are three steps in day-ahead 
idding which are as follows:

• Step 1: Generate day-ahead non-strategic bids
In this step, the WF-ESS solves the following optimiza-
tion to determine its most optimum bidding volume in the
day-ahead market.

Maximize
∑
t

[

∑
c

∑
s

πs · λTDt,s · PDA
c,t

+

∑∑
πs · (λUPt,s · Rdis

e,t + λDNt,s · Rch
e,t )]

(C.1)
e s
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The objective function in Eq. (C.1) consists of the revenue of
WF-ESS in day-ahead energy market and the in the reserve
market. The constraints for Eq. (C.1) are the same as the
ones in Eqs. (2)–(14). The output of this step are the energy

(P̃DA
c,t ) and reserve (R̃dis/ch

e,t ) bidding volume of WF-ESS in the
day-ahead market.

• Step 2: day-ahead market clearing
The day-ahead joint market of the centralized model is quite
similar to the day-ahead market clearing by the TMO in
the coupled market model. The difference is that, for the
objective function in the centralized model, λDAi,t and λUP/DNt

in (17) are equal to zero. Moreover, Pg,t and RUP/DN
g,t repre-

sent energy and reserve for all generators including DERs
and generators at the transmission system. Therefore, the
objective function and constraints are as follows:

Minimize
∑
t∈T

[

∑
g∈(GT∪GD)

OE
g,t · Pg,t + OE

c,t · PDA
c,t + ORUP

g,t · RUP
g,t

+ ORDN
g,t · RDN

g,t

+ ORUP
e,t · Rdis

e,t + ORDN
e,t · Rch

e,t ]

(C.2)

The system constraints are quite similar with the constraints
in the step of wholesale market clearing by the TMO in
the coupled market model shown in Appendix B. The only
difference is in the power balance equation in (B.3) where
P load
i,t belongs to the loads of the transmission and distri-

bution systems. The output of this step is cleared market
prices (λDAi,t , λ

UP/DN
t ) and dispatching of energy and reserve

of generators (P̃g,t , P̃DA
c,t , R̃

UP/DN
g,t , R̃dis/ch

e,t ).
• Step 3: Remuneration

In this step, the revenue of the WF-ESS is calculated based
on the cleared day-ahead market price and quantities ob-
tained in step 2:

Revenue =

∑
t

[

∑
c

λDAc∈i,t · P̃DA
c,t +

∑
e

(λUPt · R̃dis
e,t + λDNt · R̃ch

e,t )]

(C.3)

C.3. Mathematical formulations: WF-ESS’s revenue in the balancing
market

As the light green bar in Fig. C.12 shows, the revenue max-
imization of WF-ESS in the balancing market consists of three
steps, the same as the one in the day-ahead market. These steps
are explained below.

• Step 1: Generate balancing non-strategic bids
In this step, same as the one in the coupled market, the
WF-ESS tries to calculate its energy bidding in the balanc-
ing market based on scenario-based positive and negative
imbalance prices and the cleared day-ahead market prices:∑

t

[

∑
e∈c

∑
s

πs · (λ+

t,s · Pdis
e,t − λ−

t,s · Pch
e,t ) +

∑
c

(λDAt · (1 − zt ) ·∆c,t

+

∑
s

πs.(λ+

t,s · zt · yt ·∆+

c,t + λ−

t,s · zt · (1 − yt ) ·∆−

c,t ))]

(C.4)

The formulation of the objective function in (C.4) is similar
with the one in (23) hence its constraints are also the same
as in (24)–(39). The output of this step is the bidding volume

(P̃dis/ch) of the unit in the balancing market.
e,t
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Fig. C.12. Centralized market model.
R
• Step 2: balancing market clearing
In this step, the balancing market is cleared. The shrinking
rolling horizon approach is applied here as well to clear the
balancing markets. The objective function is minimizing the
total balancing service by the TMO as shown in (C.5):

Minimize
∑

g∈GT∪GD

(OEUP
g,τ .P

UP
g,τ − OEDN

g,τ .P
DN
g,τ )

+

∑
e

(OEdis
e,τ · Pdis/BL

e,τ − OEch
e,τ · Pch/BL

e,τ )
(C.5)

Following constraints need to be enforced:

(λBLi,τ ) :

∑
g∈GT∪GD

(P̃g,τ + (PUP
g,τ − PDN

g,τ ))

+

∑
c,e∈c

(P̃DA
c,τ + Pdis/BL

e,τ − Pch/BL
e,τ )

+

∑
(j,i)∈l

f pl,τ = SI + P load
i,τ

+

∑
(i,j)∈l

f pl,τ ,∀i ∈ NT/NT−D, l ∈ LT , t

(C.6)

Pch/BL
e,τ ≤ P̃ch/BL

e,τ ,∀e, τ (C.7)

Pdis/BL
e,τ ≤ P̃dis/BL

e,τ ,∀e, τ (C.8)

The rest of the constraints are similar as the ones in Ap-
pendix B. The output of this step is the cleared balancing
market price (λBLi,τ ) and the cleared upward and downward

energy (P̃dis/BL
e,τ , P̃ch/BL

e,τ ) in the balancing market.
• Step 3: Remuneration

Finally, at the imbalance settlement phase, the WF-ESS
calculates its revenue based on dual pricing mechanism
and cleared balancing market prices (λBLi,τ ) and the cleared

upward and downward energy (P̃dis/BL
e,τ , P̃ch/BL

e,τ ), obtained in
step 2.
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1. Introduction

The air-gap between the rotor and the stator plays very important role in the design and performance of
rotating machines. The air-gap thickness can be very different for different types of rotating machines based 
on their size and operating conditions. As an example, for smaller motor sizes, very small air-gap, often 
less than one millimetre, is maintained to reduce the electromagnetic losses and to increase the efficiency. 
On the other hand, in larger rotating machines, a very high magnetic field is formed which can drag the 
rotor towards the stator with very high force. Therefore, a larger gap is often maintained to avoid the contact 
between the rotor and the stator during machine operation.  
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Abstract 

Thermal management of the rotating electrical machines is a very challenging area which needs appropriate solutions 
for each machine and operating condition. The heat is generated by the electromagnetic losses and the mechanical 
friction during the rotation. Computational Fluid Dynamics (CFD) is used in this study to predict and analyze the 
thermal performance of a rotating electrical machine where high speed rotation is coupled with small flow gaps. The 
investigation presented in this paper is based on a geometry used for model assessment and verification purposes. 
However, the approach outlined and the observations made are transferrable to other geometries. ANSYS Fluent has 
been used to perform CFD simulation where both the air velocity field and the temperature distribution are obtained. 
The results are qualitatively highly interesting to understand the thermal behavior within an electrical machine 
operations. The results show a periodic temperature distribution on the stator surface with similar periodic pattern for 
the heat transfer coefficient on the rotor surface. The simulated average heat transfer coefficient at the rotor surface is 
compared with the correlations from published literature with an overall good agreement. 
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Nomenclature 

 =2g, Hydraulic diameter (0.01m)  Ta Taylor number 
g Gap size (0.005m)  Tacr Critical Taylor number 

  Heat transfer coefficient (W/m2K)  Nu  Nusselt number 
 Average  (W/m2K) Nuavg Average Nusselt number  

k Thermal conductivity of air (W/m-K)  Kinematic viscosity of air (m2/s) 
  Outer radius of the rotor (0.075m)   Angular velocity of the rotor (157rad/s) 
  Inner radius of the stator (0.08m)   Critical angular velocity (rad/s) 
  Mean radius (0.0775m) 

     The design process of the machine also requires the knowledge of the temperature distribution and the 
maximum internal temperature for a given operating condition. The performance and the life time of the 
machine depend on how well the temperature is maintained during the machine operation by following the 
guidelines and the design specifications. Moreover, the maximum output power is also limited by the 
temperature rise inside the electrical machines [1]. These considerations make the thermal management a 
very important and challenging issue for the rotating machines. Heat transfer modelling is therefore getting 
more and more attention  within research community [2], [3], [4]. From a cooling perspective rotating 
machines can be broadly classified in two groups, ventilated and totally enclosed machines. For totally 
enclosed low voltage machines, the major heat transfer is governed by heat removal at the external surfaces 
(which can be achieved either by cooling ribs or a water jacket) and by the internal heat transfer which is 
mainly driven by the recirculating air inside the machine.  The rib-cooled totally enclosed machine does in 
many cases have a shaft-mounted fan which forces air over the cooling ribs. For open machines, cooling is 
achieved by forcing ambient air through the machine. The convection inside the air-gap plays a very 
important role for both types of machines because the heat transfer behaviour from the rotor depends 
completely on the airflow pattern inside the air-gap.  
     Air-gap heat transfer has attracted a lot of attention from many researchers over the past few decades. It 
is addressed by several authors for different types of rotating machines with different operating conditions. 
Howey et al. [2] highlighted the importance of the air-gap for rotating electrical machines and discussed 
the convective heat transfer inside the air-gap in their review paper. The authors have also discussed 
different non dimensional parameters and presented the most commonly used convective heat transfer 
correlations for a wide range of operating conditions and air-gap size. Romanazzi and Howey [5] have 
analysed the rotor-stator air-gap heat transfer for a switched reluctance machine using Computational Fluid 
Dynamics (CFD) and have derived a new correlation to calculate the non-dimensional surface heat transfer 
coefficient. Anderson et al. [6] performed a CFD analysis to evaluate the forced air cooling and windage 
losses for high speed air-cooled electric motors and also proposed a new correlation to calculate the heat 
transfer coefficient. Deaconu et al. [7] analysed a non-uniform annulus gap between the rotor and stator for 
a permanent magnet synchronous motor using CFD where the authors confirmed highly nonlinear 
behaviour of the heat transfer. 
     The electrical machine is an energy conversion apparatus where electrical energy is converted into 
mechanical energy. A very important aspect for the rotating electrical machines is the heat produced during 
the energy conversion process. The heating of the electrical machines is an effect due to several types of 
loss mechanisms, for example, resistive losses or the so called joule losses, hysteresis losses, mechanical 
losses, windage losses etc. As an example, 15% of the total electrical energy is converted into heat in a 
usual totally enclosed 4kW induction motor [1]. This waste energy contributes to the temperature rise inside 
the machine as well as to the ambient which needs to be taken care of through ventilation. A detailed 
combined flow and heat transfer modelling will help to understand the complex flow and heat transfer 
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behaviour inside the machine. This knowledge can then be translated into design choices which enables 
higher efficiency and longer lifetime of the product.  
          In this paper, we analyse the flow and heat transfer for a totally enclosed rotating machine. However, 
heat transfer from the end winding, which is e.g. investigated in [8] is not considered in this paper. The key 
focus in this article is to discuss the heat transfer within the air-gap between the rotor and the stator. The 
complex flow pattern due to the aerodynamic friction and its influence on the heat transfer are presented in 
this paper. The Taylor vortex flow [9] or the so called Taylor vortices are observed in the annulus shaped 
air-gap in our simulation which is in general a great modelling challenge. Taylor instability becomes a very 
interesting topic for number of engineering subjects due to its impact on the heat transfer and mechanical 
design. Number of studies have been performed to investigate this phenomena [10]–[13]. A strong influence 
of the Taylor instabilities on the heat transfer through the annulus air-gap is observed from our simulation 
results. 

     (a)                                                                         (b) 
Fig. 1. Numerical domain (a) simplified motor geometry (b) mesh (2 million cells) 

2. Rotating machine and operating conditions

The model geometry presented in this section is a design used for model assessment and verification
purposes intended to resemble a low voltage motor. The intention of having a pure modelling-centred 
geometry is that different methods for fluid mechanics can be investigated and that there is a flexibility in 
re-defining the shape based on the varying demands from one verification case to the other. The 
computational domain consists of a rotor and the air surrounding the rotor enclosed by the internal surfaces 
of the stator and the surfaces of the housing of the machine (Fig. 1a). Fig. 2a presents a cross section of the 
numerical domain together with the dimensions. The rotor is modelled as a solid where the rotor is rotating 
at 1500 rpm. No slip boundary condition is used for the rotor surfaces with a constant temperature of 150°C. 
However, the surfaces of the shaft outside the air domain were kept at ambient temperature 40°C. On the 
other hand, the stator internal surface was modelled as a stationary wall where a virtual wall thickness of 
50mm was considered.  A convective heat transfer coefficient of 10 W/m2K was imposed at the external 
surface of the virtual thick wall together with a free stream temperature of 40°C, which is the ambient 
temperature. The air properties are used at ambient temperature. The volume average air temperature 
(117°C) from the simulation is used as a reference temperature to calculate the heat transfer coefficient.  
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     The mesh (Fig. 1b) contains about 2 million cells where very refined boundary layer is generated close 
to the solid walls. Realizable  two equations model is used to model the turbulence together with 
enhanced wall treatment for the boundary layer.  

        (a)                                                                                                           (b) 
Fig. 2. Domain together with velocity vectors (m/s) (a) Cross section of the domain together with dimensions (b) Boundary layer 

flow pattern in the air-gap surrounding the rotor 

3. Results and discussions

The flow characteristics inside the cylindrical annulus air-gap can be determined by the non-dimensional
Taylor number (Ta). Taylor number measures the importance of the inertial forces over the viscous forces 
for fluid rotation induced by the rotation of cylindrical surfaces. Taylor number is defined according to the 
following formula:          (1) 
     The critical Taylor number can be defined as [14]: 

         (2) 

     Where  is defined as:           (3) 

   (4) 

     Which gives the critical angular velocity: 
                                                         (5) 

     According to the theory, if the Taylor number is larger than the critical value, then Taylor vortices are 
most likely present in the flow inside the annulus. For our particular case the critical Taylor number is 1884 
and the present Taylor number is , which clearly shows that Taylor vortices are present in our 
studied case (Fig. 3).  
     Since the flow is turbulent ( ), the non-dimensional heat transfer coefficient, the 
Nusselt number (Nu) can be calculated using the following formulation [2]: 

                                                       (6)
     The convective heat transfer coefficient is then calculated from Nusselt number using the following 
formula:                                                                                                                                        (7) 
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     Now, for the studied geometry with the considered operating conditions,  The 
average Nusselt number  for the rotor surface and the average heat transfer coefficient  are 
calculated using the correlation presented in (6) and (7) and compared with the simulation data in Table 1. 
The results presented in Table 1 show that the average heat transfer coefficient from the simulation agrees 
well with the correlations.  
Table. 1. Comparison of the average surface Nusselt number and heat transfer coefficient for the rotor surface from the simulation 
with correlations (6) and (7) 

Correlation (6 & 7) Simulation 
 10.64 11.18 

 28.82 30.3 

(a)                                                                                                       (b) 
Fig. 3. Taylor vortex flow and temperature distribution (a) Velocity contour (m/s) (b) Temperature contour (°C) 

     Fig. 2b shows the boundary layer flow pattern using the velocity vectors which represents the rotational 
and the viscous effect on the airflow inside the air-gap. Fig. 3a illustrates the Taylor vortex flow pattern 
inside the annulus air-gap which affects the temperature distribution following similar pattern (Fig. 3b).  

(a)                                                                                                (b) 
Fig. 4. Taylor vortex flow effect on heat transfer performance (a) Temperature distribution on stator’s internal surface (°C) (b) 

Temperature on a line along the length on the stator internal surface (top) and Nusselt number on a line along the length on the rotor 
surface 
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     The effect of the Taylor instabilities can also be observed in fig.4. The temperature contour on the stator 
surface shows a periodic distribution with 15°C temperature variation which is a lot from the design 
perspective. A similar periodic pattern is observed also on the heat transfer coefficient for the rotor surface. 
The results obtained from the simulation can be very useful for the design and manufacturing of electrical 
rotating machines in general. However, the strong connection between the thermal and electromagnetic 
performance requires a combined analysis to find an optimum design. The thermal analysis can though on 
its own provide useful indications on design changes which are not related to the electromagnetic design. 
This is due to the induced temperature related effects e.g. a higher temperature will increase the resistance 
in the conductors, leading to that a higher voltage has to be applied in order to maintain a certain current. 
This means that the efficiency goes down when the temperature increases. At the same time, a higher 
temperature will lead to a loss reduction in the electrical steel, whether it is silicon steel (SiFe) [15] or nickel 
iron (NiFe) [16]. These effects, which are strongly coupled to temperature, and their consequences justify 
the present study where the electric machine is approached from the thermal physics side. A good 
understanding of the thermal behaviour will add additional paths to further improve the energy efficiency 
of motors and generators. 

4. Conclusion

The model presented in this paper captures the complex Taylor vortex flow very well while providing 
detailed insight of the flow and heat transfer inside the air-gap. The model predicts the heat transfer 
coefficient with overall good accuracy. The simulation results pinpoint also the periodic heat transfer 
pattern from the rotor surface and this provides useful information for the prediction of the temperature 
distribution inside the rotating electrical machine.  

The simulation results show about 15°C temperature variation on the stator surface. This kind of 
variation along the rotor cannot be resolved using less intricate modelling tools than those employed in this 
paper. It shows that a deep and detailed understanding of heat transfer phenomena and fluid dynamics 
enables additional degrees of freedom when it comes to design of rotating electrical machines. 
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With the advancement in technology, there is an immense increase in the demand of electrical energy 
that has not only become challenge for its production but also its distribution. So this rising demand is 
growing the complexities of power grids by increasing requirement for greater reliability, efficiency, 
security and environmental and energy sustainability concerns. These feature in a power grid towards 
smartness which eventually known as a today’s concept of ‘‘Smart Grid”. This is a conceptual technique 
in which all smart features are implemented in order to increase the distribution system of electricity 
efficient, more reliable and sustainable. In this article an overview of ‘‘Smart Grids” with its features 
and its different aspects on power distribution industry has been presented. It is also explained that 
how these technologies change and have more potential to evolve and strength the distribution system. 
1. Introduction

Urbanization, living standards and advancement in technology
has increase the demand of energy requirement. This made elec-
tricity consumption rises to levels that may no longer be manage-
able if left unattended. This is an alarming situation not only for
providing sustainable energy but also preservation of environment
worldwide. Almost 75–80% of total energy consumption is con-
sumed in cities which is responsible for 80% greenhouse gas emis-
sion [1,2]. Traditional and centrally-controlled system for the
distribution of electrical energy is being used for a long day. This
is commonly name as power grid. Since the use of electricity, glob-
ally electric grids have similar structure, dynamics and principles
even with the advancement of technology. These traditional power
grids are focused on only some of the basic functions like genera-
tion, distribution and control of electricity [3]. The electricity grid
in present form is unreliable, has high transmission losses, poor
power quality, prone to brownouts and blackouts, supplying inad-
equate electricity, discouraging to integration of distributed energy
sources. There is a lack of monitoring and real time control in the
traditional non-smart systems, which creates a challenging oppor-
tunity for smart grids to act as a real-time solution. Countering
these issues requires a complete overhauling of power delivery
structure. Electrical benefits are not only the encouraging force
for the introduction of ‘smart grid’ concept, but environmental
aspects too. Efficient usage of energy and dependency on renew-
able resources will also help to reduce the carbon foot print of
human.

Smart Grid technology has a way for a solution for better gener-
ation of electric power and an efficient way for transmission and
distribution of this power. Due to its versatility it can be more
easily installed and required less space as compared to traditional
grids. Concept of Smart Grid design is aimed for grid observability,
create controllability of assets, enhance performance and security
of power system and specially the economic aspects of operations,
maintenance and planning [4]. That’s why it is also consider that
smart grid technology can be used to micro-grid level which even-
tually connect to all other micro-grids to form a large network of
Smart Grid. These smart grids have a huge potential and could be
a solution of reliability of power transmission and distribution in
developing countries which lack infrastructure. In US only 20% of
the all carbon dioxide is been emitted by transportation while gen-
eration of electricity has 40% of the carbon dioxide emitting share
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in it. This is due to the high demand rise of electricity. Smart Grids
are been considering as a key role to address this problem by dis-
tributing electric power in an efficient way and ultimately reduce
greenhouse gasses and pollutants like NOx and SOx [5]. It will also
help the customer to forecast its demand and the best economical
utilization of energy.

Smart Grid research has a long history with the start of its first
concept implementation in 1997. This article will discuss an over-
view of the Smart Grid, its features and functions which includes
reliability, security, energy management, self-healing. It will also
discuss that how smart grid is changing the concept of grid tech-
nology and how much potential to revolutionized in modern elec-
trical power grid. Some implemented technologies related to smart
grids and pilot projects in different countries of the world are also
part of this article.
2. Smart grid concept

There is no specific start of Smart Grid. This concept was start
evolving with the start of distribution system of electrical net-
works. By the time different requirements were needed like con-
trol, monitor, prices and services of transmission and distribution
of electrical power. Normally, Smart Grid implementation is asso-
ciated with the installation of smart meter. In 1970s and 80s they
were used to send the information of consumer back to the grid [6].
But the most important and fundamental need which is still under
consideration even with latest advancement is reliability and effi-
ciency of energy transmission and distribution via electric power
grid. But in the latest advancement research is undergo that grids
and network systems should not limit to transmission and distri-
bution but also play a vital role in generating clean and sustainable
energy in order to reduce greenhouse gases and carbon foot print.

2.1. Definition

For the distribution of electrical power to consumer one need a
network of electrical conductor which is known as grid. If this net-
work is intelligent with automated control and monitor system
than it might be known as Smart Grid. Technically, smart grid is a
concept for the conventional grids with some latest and automated
features which make them more reliable and sustainable. Conven-
tional grids were use just to transmit and distribute the electric
power but this modern concept of smart grid could communicate,
store or even decide according to the situation. Therefore, accord-
ing to Strategic Deployment Document for Europe’s Electricity Net-
works of future, a Smart Grid is an intelligent network of electricity
that integrate the actions of all the stakeholders that are genera-
tors, consumers and one who does both in order to supply electric-
ity with efficiency, sustainability, economically and securely [7]. So
Smart Grid is not a single technology that is to be implemented. Its
vastness and dependency increases by its stakeholders as shown in
Fig. 1.

It provides its stakeholder an opportunity to maximize the effi-
ciency, reliability, economic performance and security of their elec-
trical network. An overview of its architecture is shown in Fig. 2.

2.2. Design

To understand the design and concept of smart grid one has to
understand its difference with the traditional power grid. This
comparison was done by Yu et al. in 2012 [8]. This comparison is
shown in Table 1.

The design of the smart grid is flexible with its use and related
objectives. A conceptual model of smart grid was presented by
National Institute of Standards and Technology (NIST) which
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describe planning, development requirement, stakeholders that
interconnected and equipments that are required [9]. NIST classi-
fies these stakeholders in seven domains for modeling as shown
in Table 2.

2.3. Characteristics of smart grid

For the modernization of the electric grid, Energy Independence
and Security Act 2007 (EISA) developed a platform [10]. Features
and functionalities of Smart Grid have a promise to full fill these
requirements set by EISA.

2.3.1. Reliability
Success of the grid system depends upon the customer need

which is measured as reliability. This mean as flaw less and error
less system with continuous supply of electric power. Smart Grid
has a potential to detect any fault and allow the self-healing of
the system [11]. Conventional grids have issues regarding interac-
tion of renewable resources, micro grid and demand response.
With increase the size and complexity of these grids with demand
it makes more difficult to analyze its reliability. But these issues
are very well addressed by Smart Grids [12]. For this, Smart Grids
have capability to monitor and store all the data and estimate its
service reliability. It may also possible to monitor remotely for
hybrid generation and management of the grid which enhance
its reliability [13]. Technologies like Dynamic Stochastic Optimal
Power Flow (DSOPF) helps in estimating and optimizing the flow
of power in Smart Grid [4]. Therefore, Smart Grids can have better
reliability with the advancement in communication system [14].

2.3.2. Security
Security is one of the challenging issues for the Smart Grid evo-

lution. With the increase of automation, remote monitoring and
controlling of the grid make the grid more vulnerable by cyber
assault. According to Electric Power Research Institute, cyber secu-
rity of the system is one of the biggest issue of the Smart Grid [15].
Suleiman et al propose a way to identify the weaknesses of the
smart grids that usually attackers exploit by using Smart Grid Sys-
tems Treats Analysis and by integration of Systems Security Threat
Model [16]. Similarly in 2014, Ashok et al proposed an approach to
address cyber-physical security issue of Wide-Area Monitoring and
protection and control from a coordinated cyber-attack perspective
which will eventually enhance the security [17]. For assessing the
Smart Grid security, one needs a review for its methodology. There
are different agencies and organizations like IEEE Power & Energy
Society (PES), IEC Smart Grid Standardization, National Institute of
Standards and Technology (NIST) are involve and help in standard-
ization and regulation for the smart grid [18]. Some of the promis-
ing ongoing research in different domains of security for smart
grids include: Privacy-preserving smart metering with multiple
data consumers, Ortho code privacy mechanism in Smart Grid
using ring communication architecture and Security Threat Model
[19–21]. As security is to be consider one of the biggest barrier for
implementation of Smart Grid technology, so ongoing these
researches have promise to resolve this barrier.

2.3.3. Demand side management system
Smart grid provides the demand side or user to interact with the

grid by using two ways communication ability. It provides a chance
for the consumer to use the electric power in an economical way. It
will not only help for increasing efficiency at demand side but also
at distribution end. It helps grid to reduce demand and stress dur-
ing peak period by reducing or shifting power requirement to alter-
natives. This gives some financial incentive to consumer which
encourage them to do so. Currently, a lot of investment is being
made in this sector of the smart grids including demand side
S. K. Sahoo et al.0



Fig. 1. Working concept of Smart Grid.

Fig. 2. Overview of Smart Grid architecture.
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resources, load management systems and energy efficiency initia-
tives in order to address economical, reliability and economic per-
spectives [22]. Mostly demand side management systems focus
only the communication between utility company and consumer.
A new consumption scheduling technique is on the way to address
the future grids in which each consumer can schedule their own
consumption requirements. In this way it helps the distribution
system to schedule itself accordingly to the requirement as peak
loads for different consumers varies [23]. This also encourages the
consumer to have financial incentives by scheduling their needs.
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With the evolution of Smart Grid, this definition has also started
revolution in the appliances and utilities to be ‘‘Smart” known as
smart devices. These have ability to communicate with the grid
which make house more autonomous and facilitate the user to
use the electric power effectively and efficiently. These appliances
shift demand of household electricity. Different networking proto-
cols like ‘ZigBee’ provides a solution to have a wireless control of
household appliances. These protocols have ability to communi-
cate and coordinate with all the stakeholders involved in home
energy management system hence providing the best optimal
S. K. Sahoo et al.



Table 1
Difference between Smart and Conventional Grid.

Smart Grid Conventional Grid

Two-way real-time communication One-way communication
Distributed system of power

generation
Centralized for power generation

Interconnected Network Radial Network
A large number of sensors are

involved
A small quantity of basic sensors are
used

Digital Operation Mechanical Operation
Automatic Control and Monitor Manual Control and Monitor
Wide range of control Limited control
Security and privacy concerns No security or privacy concern

Table 2
Stakeholders of Smart Grid.

Stakeholder Description

Customer Electricity is consumed by consumer. It may be domestic,
commercial or industrial

Operations Operations related to power systems are performed. It
comprises of regulatory authorities or management
responsible for movement of electricity

Markets Grid assets are used by stakeholders. Both operators and
consumers are play role as market.

Generation Electricity is generated. Generation companies in bulk
quantity of electricity are involved as player.

Transmission Electricity is transmitted. Companies or player responsible for
transmission of generated electricity for distribution.

Distribution Electricity is distributed to end consumer and monitored.
They include distributor of electricity form and to customers.

Service
Provider

Provide support services to all the stakeholders involved in
generation, transmission and distribution of electric power.
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solution to the user [24]. Therefore, smart grid is changing the
trends of conventional household appliances to ‘smart’.

2.3.4. Metering
Automation in distribution system is associated with the smart

automatic meter. Metering provides a channel to enable two-way
communication in Smart Grid concept between consumer and dis-
tributer. They not only help distributor for more accurate billing
system but also help consumer to control their use of electrical
energy. These meters are equipped with sensors for automation,
power quality monitoring and power outage notifications. There
are different drivers like price increase after electricity market
deregulation, consumer dissatisfaction and monthly metering
directives which encourages smart meters [25]. In traditional grid
systems, SCADA was only used for communication purposes which
provide a central control unit to monitor and control with second
scan rate. But it’s not much cost effective at different levels of elec-
trical power distribution especially at utility end [26]. Advanced
Metering Infrastructure (AMI) provides a real time solution that
collects consumer data and provides a communication networks
from grid to utility end. AMI provides opportunity to step forward
for the modernization of the huge grids by combining consumer
with the distribution system. It provides an opportunity for outage
management, integration of electrical vehicles and smart devices,
transformer and feeder monitoring and fault isolation [27].
Researchers have design a new system for the automation of distri-
bution of power through a Substation Automation System (SAS).
This system has ability to solve congestion through locally control
actions with a minimum limitation of renewable energy resources
[28].

2.3.5. Micro-grids and integration of renewable resources
Power generation from renewable resources likes, solar, wind,

battery storage devices are bean of high consideration to full fill
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the increasing demand of electricity and reducing the greenhouse
gasses. They even help to reduce the power stresses from grid dur-
ing peak hours. Normally sites for these resources are far or in
remote areas. Even sometimes it is not possible to have a complete
functional grid to transmit or distribute electric power. Here
micro-grids are used, which gather to form a big distribution net-
work. So with this large number of micro-grids and sources will
result in large amount of data to be handle. So researches like
one by Penya et al. [29] have a solution for this problem by using
an architecture that uses an intelligent system all over the grid
to distribute the power effectively. This system will not be used
as centralized but will handle individually by mean of individual
intelligent nodes.

2.3.6. Self-Healing
For a robust Smart Grid, it should not limited diagnose the fault

occur in the grid but could also be able to remove it for a constant
supply of electricity. For a grid with a self-healing ability it uses
real-time communication and digital components that are
installed throughout the grid to monitor electrical characteristics
of the grid. With this ability, grid is smart enough and capable to
figure out the potential problem that may be caused naturally or
by some human error. These intelligent systems react instantly
to any such abnormalities and isolate the problem system before
they snowball into a big problem and cause major blackout and
automatically reroute the transmission of power for continuous
services unless the error is removed. There are three main benefits
of a smart grid with self-healing capability [30]: real-timemonitor-
ing and reaction, anticipation of problem, rapid isolation.
3. New technologies and research

A number of on-going research activities are being made for the
advancement of the smart grid to make it more reliable and sus-
tainable for the modern needs. These researches are focused on dif-
ferent technologies. It is difficult to cover all of these researches
and advancement but this section includes some of the prominent
and latest technologies and research activities associated with
smart grid.

3.1. Energy management system

For a reliable grid, it’s essential that all the components involve
must be work together from generation to consumption. There are
a lot of complex components involved in the grid. These compo-
nents communicate and work together by mean of some computer
software. So, planning and its implementation on grid are done by
mean of interoperability. NIST initiated smart grid interoperability
(SGIP) which was responsible to develop and maintain the stan-
dards for smart grids and all the components involve must com-
municate and operate efficiently. It was also liable to provide a
platform for all the stakeholders of power grid including customer,
markets, service provider, power system, generation, transmission
and distribution network to work together to form a modern, reli-
able and efficient grid system [9]. For the understanding and
implementation of energy management, both grids and consumer
end must play their role. Technologies like advance metering
infrastructure (AMI), communication network for grid and cyber
security enables self-decision capabilities in grid which make
energy management system more realistic for smart grid [31].

3.2. Internet of things (IoT)

Internets of things (IoT) take the internet to next step of evolu-
tion. It makes life easier, automate and handy by squeezing the
S. K. Sahoo et al.2
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whole world into one hand by computation and communication
capabilities. With the advancement of smart grid and its compo-
nents, a technology was needed to interact these components in
an efficient, reliable and in more smart way. IoT has a promise to
full fill all these characteristics taking smart grid into new era.
But with this new technology, some serious security concern
emerged which include impersonation, data tampering, overdoing,
authorization, privacy issue and cyber-attack [32]. Researchers are
doing study to deal with these issues. IoT base smart grid must
have services like authentication, confidentiality, user’s privacy
and data integrity to avoid any security risk[32]. Connectivity that
IoT provides to customer, enhance their experience and efficiency.
It allows customer a flexible and easy interaction with the grid in
order to reduce cost by diagnostics and neighborhood-wide meter
reading capability [33]. In short, it makes smart grid smarter.

3.3. Smart grids with electric vehicles

As one of the biggest environmental issue is pollution due to
vehicles. Use of electrical vehicles has the solution of this problem.
There are several challenges for EVs to interact with the grid which
include infrastructure, communication and control. Mostly it is
seen that EVs are charged at home and even sometime charging
take place at public or commercial Charging station [34]. Therefore,
it is possible that it directly stresses the electric distribution net-
work. But contrary it is possible that this EV charging can improve
the quality of power and performance of grid if integration of EVs
with the grid is well planned and follow the standards set for it [35].

As Smart Grids have advance technologies in the form of com-
munication, smart meters and control. So it has a potential to offer
electric vehicles not only as a load but can be used as a flexible
energy source [36]. Smart meters play a vital role to address the
challenges faced by the grid due to EV. As these meters have bidi-
rectional communication ability and to monitor real time data so
these smart meters can help in implementing a smart scheduling
to optimize the available power in the grid [37]. An overview of
this flow of communication and power was also describe by F.
Mwasilu et al [38] in Fig. 3.

In vehicle to grid technology, one can predict the dynamics of
power system. Charging is an essential part of vehicle to grid tech-
nology. A lot of research has been made in the area of this charging
and discharging. A similar study was done in Portugal shows a
good communication between charging of electric vehicle and
solar energy [39]. In another study, Ota et al [40] proposed a way
to consider charging request and battery condition for the next
drive. There are very few cases of a weak grid that were reported
while using V2G. Similarly renewable energy sources like solar
and wind has a potential to overcome this weak grid scenario
[38]. Understanding of dynamic behavior of the electric grid is
essential to predict the reliability and effectiveness of the grid
while operating with V2G.

3.4. Big data

Smart grid is full depended upon the data it receives. It is not
just eyes of the grid but work as back bone for it. For a reliable
and efficient working of a smart grid, a huge amount data is col-
lected from power generation, transmission, transformation and
power utilization [41]. All the decision made by the grid is
depended upon it. It also plays a key role in the autonomous capa-
bilities of the smart grid. There are numerous challenges for big
data in smart grid technologies which include from storage to its
visualization and security. Researchers have also focused on how
to combine data into information and beneficial application. An
overview of flow of data within components of the smart grid is
shown in Fig. 4 [42].
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A large amount of data gathered from different sensors, wireless
transmission and communications is accumulated. All the data
gather from generation to utilization is used by different algo-
rithms to forecast and will also help full in recognizing the pattern
of power utilization. This will ultimately useful for achieving a
smart energy management system. Energy big data does not only
include the data gather from meters but it has also a huge amount
of data related to weather and environment. Characteristics of this
data are incomplete without ‘4Vs’ (volume, velocity, variety and
value) and ‘3Es’ (energy, exchange and empathy) [43]. Different
algorithms and models were develop for the analysis of the big
data but still there are some major issues related to big data like:
IT infrastructure, Data Collection and governance, data processing
and analysis, data integration and sharing and most importantly
security and privacy which are to be address and are centrally
focused by researchers [43].
4. Investment in smart grid

Different countries of the world have step forward in the era of
smart grid and accept its reality. Many of them are working on
smart grid pilot project or taking initiatives of this concept for test-
ing and research in order to test feasibility before execution on full
scale development and change. Government of different countries
like Australia, United States, China, Britain, South Korea and Japan
are already considering options like smart grid for reducing carbon
emission and energy security. Some initiatives related to smart
grid of different countries are following [44–46].

4.1. Australia

Australian government was interested in Smart Grid from 2009
when a call for proposal was given for smart grid, for which winner
was announced in 2010. Government was interested to invest
about $100 million initially. Government was more interested to
raise awareness in customer about energy utilization and estab-
lishment of distributed demand as well as generation management
system. Five different sites in New South Wales were selected for
smart grid establishment and Energy Australia was selected for
this purpose with collation of IBM, GE Energy and Grid Net. The
idea was to build a WIMAX-based smart grid that has capabilities
of automatic substation, able to accommodate electric vehicles and
also supporting 50,000 smart meters’ connections.

Another project was launch for testing network fault detection,
isolation and restoration, power quality monitoring and automatic
distribution of electric power via distribution management system.
Australian government is also giving incentives for encouraging and
investing in smart grid. Demand management, energy security and
energy efficiency are the top priorities of Australian government.

4.2. Canada

Government of Canada made mandatory of installation of
smart meters for business and households in Ontario by 2010
through legislation Energy Conservation Responsibility Act 2006.
In the same year government also invested $32 million in a smart
grid project for four years for research of problems associated of
managing renewable energy. Federal government also took differ-
ent initiatives like clean energy fund and eco-energy innovation
initiative. Currently different pilot projects in province of Quebec
and Ontario are going on. For the promotion and awareness cam-
paign of Smart Grid, an association with the name Smart Grid
Canada was formed which includes academia and all stakeholders
involve. They were responsible to enable research and form
different policies related to smart grid [44]. There are different
S. K. Sahoo et al.



Fig. 3. Flow of communication and power in V2G.

Fig. 4. Flow of data between components in Smart Grid.
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entities like Natural Resource Canada, National Energy Board and
National Smart Grid Technology and Standard task force which
are being supported by government. National Smart Grid Tech-
nology and Standard task force was form for the development
of all the aspects related to Smart Grid and also coordinate and
involve provincial governments for the support and development
of smart grid [47].
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4.3. England

UK is one of the biggest producers of energy from photovoltaic.
Low Carbon London institution integrated a number of technolo-
gies like photovoltaic, smart meters, electric vehicles and heat
pump with the distribution system to reduce carbon emission.
World’s first cryogenic energy storage solution was implemented
S. K. Sahoo et al.4



Table 3
Ratio of GDP to Smart Grid cost for developing countries.

Nation Population to be serviced Initial Smart Grid Cost ($) Nation’s GDP Ratio of GDP to Smart Grid cost

Afghanistan 8,686,000 3,136,862,040 19,331,000,000 6
Angola 11,022,000 3,980,485,080 102,627,000,000 25
Benin 4,782,000 1,726,971,480 8,291,000,000 4
Burkina Faso 5,406,000 1,952,322,840 10,678,000,000 5
Burundi 1,348,000 486,816,720 3,097,000,000 6
Cambodia 3,228,000 1,165,759,920 18,050,000,000 15
Central African Republic 1,962,000 708,556,680 1,584,000,000 2
Chad 3,154,000 1,139,035,560 10,889,000,000 9
Congo, Dem. Rep. 32,834,000 11,857,670,760 35,238,000,000 2
Congo, Rep. 3,021,000 1,091,003,940 8,553,000,000 7
Eritrea 1,000,000 361,140,000 2,600,000,000 7
Ethiopia 19,353,000 6,989,142,420 61,540,000,000 8
Gambia, The 1,187,000 428,673,180 939,000,000 2
Guinea 4,685,000 1,691,940,900 6,699,000,000 3
Haiti 6,282,000 2,268,681,480 8,765,000,000 3
Kenya 11,799,000 4,261,090,860 63,398,000,000 14
Lesotho 583,000 210,544,620 2,278,000,000 10
Liberia 2,238,000 808,231,320 2,053,000,000 2
Madagascar 8,508,000 3,072,579,120 9,739,000,000 3
Malawi 2,801,000 1,011,553,140 6,404,000,000 6
Mali 7,025,000 2,537,008,500 12,747,000,000 5
Mauritania 2,435,000 879,375,900 5,442,000,000 6
Mozambique 9,013,000 3,254,954,820 14,807,000,000 4
Namibia 1,147,000 414,227,580 11,492,000,000 27
Niger 3,728,000 1,346,329,920 7,714,000,000 5
Papua New Guinea 991,000 357,889,740 16,929,000,000 47
Rwanda 3,345,000 1,208,013,300 8,096,000,000 6
Sierra Leone 2,578,000 931,018,920 4,215,000,000 4
Solomon Islands 130,000 46,948,200 1,129,000,000 24
Somalia 4,266,000 1,540,623,240 5,925,000,000 3
South Sudan 2,320,000 837,844,800 9,015,000,000 10
Sudan 13,602,000 4,912,226,280 97,156,000,000 19
Swaziland 274,000 98,952,360 4,188,000,000 42
Tanzania 16,901,000 6,103,627,140 45,628,000,000 7
Timor-Leste 408,000 147,345,120 1,422,000,000 9
Togo 2,919,000 1,054,167,660 4,088,000,000 3
Tuvalu 6,000 2,166,840 33,000,000 15
Uganda 6,285,000 2,269,764,900 27,529,000,000 12
Vanuatu 69,000 24,918,660 742,000,000 29
Yemen, Rep. 9,286,000 3,353,546,040 37,734,000,000 11
Zambia 6,634,000 2,395,802,760 21,154,000,000 8
Zimbabwe 5,052,000 1,824,479,280 14,419,000,000 7
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as a pilot project in Reading, UK. Similarly, in Ireland a successful
trail of 9000 smart meters for homes and business was completed
by Commission on Energy Regulation.

4.4. China

Chinese government is more focused on the policies related to
conservation, encouraging diverse development, protecting envi-
ronment and relying on domestic resources [48]. That is why
development in Smart Grid is one of the priorities of Chinese policy
which include increase renewable energy mix, improving energy
efficiency and reducing carbon emission. Chinese agency National
Development and Reform Commission (NDRC) is tasked for the
research and development in smart grid technologies as its one
of the priority in five year plan [49].

In 2011, China planned to build a Wide Area Monitoring System
in a five-year plan and planned to implement phasor measurement
units on all power generators above than 300 MW and substation
above than 500 kV. China also announced a framework for smart
grid in 2009 which was more transmission centric than other
countries like US and Europe [50].

4.5. United States of America

US seem to be a promising region for the smart grid develop-
ment since early 20th century. A federal policy was formed as
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Energy Independence and Security Act of 2007 which sets a fund-
ing of $100 million per year for five years from 2008 for developing
and enhancing smart grid capabilities. According to this Act of
2007, National Institute of Standard and Technology will be
responsible for looking after the development and modernization
of grid and form a commission to access its benefits. It will also
form standards to maintain the developments of smart grid. In
2009 a new act was formed as American Recovery and Reinvest-
ment Act of 2009 which invested $11 billion for a smart grid pilot
project. This was the result of the legislations and determination of
US government that they demonstrated smart grid projects and
related twenty-two utilities in five different states. A fully meter-
ing system with customer web portal and automatic notification
features was developed by Houston’s smart grid. Smart Texas also
deploys a large number of smart meters for the automation of
power distribution network.

4.6. Europe

In early 2005, European Union formed a European Technology
Platform (ETP) for the development of smart grid technology. Its
goal was to promote the vision 2020 of European electricity net-
works development. Portugal did a real time implementation of
management and control system of smart grid in a pilot project
[51]. Italy is playing a vital role in research and development of
smart grid. Different pilot projects are on the way related to selec-
S. K. Sahoo et al.



Fig. 5. Year wise publication of article on smart grid (data source science direct).
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tion, assessment, regulation and instrumentation of smart distri-
bution network [52,53]. University of Genoa is working on mathe-
matical modeling of optimal operation for poly-generation micro-
grid which is stepping stone towards advance large scale metering
[54,55]. A cost benefit analysis for smart grid was done by Czech
Republic [56].
5. Economical potential of smart grid in developing world

Cost is one of the biggest constraints in the development and
implementation of the smart grid especially in developing world.
A lot of financial resources are associated with the transmission
and distribution system, metering and other related technologies.
A complete financial feasibility report is essential before imple-
mentation. This financial feasibility must include nation’s capacity
to pay development cost for smart grid infrastructure. This is nor-
mally calculated per consumer that is to be served. Young [57] in
2017 apply different test and calculate ratio of nation’s GDP to cost
of development for smart grids in developing countries. Most of
the financial data for this calculation was used form World Bank’s
report of 2015. The summary of these results are given in Table 3
[57].
6. Future research in smart grid

A lot of research is undergoing for the development of smart
grids. Still a lot of potential is available for future research for dif-
ferent aspects in different areas of smart grid. This include in area
of forecasting, power flow optimization, communication, micro-
grid integration, demand and energy management system, confor-
mance of standards for interoperability, scalability, economical fac-
tors, data encryption and most importantly automation of
generation, transmission and distribution.
7. Conclusion

Advancement of the technologies and devices can change the
utilization of energy in an economical and environmental friendly
way. Evolution of Smart Grid concept has potential to meet all the
future needs of utilization of energy in best possible manner by
reducing carbon emission and integrate with more renewable
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energy mix. It can bring a considerable change in the conventional
grid and consumer behavior towards utilization of energy by
improving reliability, efficiency and quality of power delivery.
Governmental policies are needed to facilitate smart grid imple-
mentation. This article pointed out the need of modernization of
conventional grid and how researchers are implementing smart
grid concept for electric power distribution networks. Still there
is a lot of potential available for improving and implementation
of this concept as it is just the start of the new era of modern grid.
It is still difficult to predict that how far the research in smart grid
is required to fully implement this concept but recent researches
like smart meters, demand side management systems, self-
healing and big data are source of encouragement in Smart grid
technology.
8. Recent trends

Research and advancement on the smart grids have been seen
tremendously increased in last decade. This is why smart grid tech-
nology has been shifted from virtual reality and concept to imple-
mentation phase. In last ten years 26,668 different research articles
have been published on smart grids which shows a keen interest of
researchers in this field. There was tremendous increase in the
research in last five years (as shown in Fig. 5) in smart grid and
soon this will be game changer in electrical power distribution
with more flexibility and in efficient ways
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Performance of electric motors and losses in terms of heat and temperature are reviewed in this 
paper. Airgap eccentricity, electromagnetic performance, effect of temperature and losses are 
shown as factors affecting the efficiency. Several methods of computer aided analyses are listed. 
Temperature distribution in an induction motor is shown through the results of a simulation. 
Different cooling methods are reviewed. Future directions for research include cryogenic cooling, 
heat pipes and usage of phase change materials.
1. Introduction

Electric motors have been utilized since 1834, and they have
played a vital role in our day to day lives. Today, they continue
to replace diesel and gas engines, as well as hydraulic cylinders,
while evolving into new designs optimized for EVs (electric vehi-
cles) and other technologies. ‘‘Electric motors are being used more
widely in ships, airplanes, trains, and cars. We’re also seeing a lot
more electric motors in electric vehicles. ‘‘The ongoing transition
from gas to electric is primarily driven by the need for more effi-
cient devices that run with cleaner energy sources. Yet, electric
motors also tend to be more responsive, and are more adaptable
to new applications, especially in Electric truck. There is an increas-
ing need to improve the fuel economy and reduce Green House Gas
(GHG) emissions of heavy duty trucks due to high fuel prices, reg-
ulatory pressures, and climate change. Three approaches can be
used to improve the fuel economy and/or reduce GHG emissioans
of heavy-duty trucks: non-electrification efficiency-improving
technologies on conventional powertrains and vehicles [1–3],
hybrid powertrain technologies [3,4], and the substitution of natu-
ral gas, electricity or hydrogen for diesel fuel [5,6]. So far different
types of motors have been used in electric truck. The main differ-
ence between electric propulsion on ships vs. cars is related to tor-
que requirements, says Kirtley [7,8]. The variable speeds used in a
car require that ‘‘the gearbox adapt the engine to the road, You can
generate an electric motor that can propel an automobile without a
gear shift. In the past, Kirtley has consulted with Tesla Motors on
its electric cars, and both agree that ‘‘the induction motor” is the
best for electric automobiles.
2. Performance of electric motors

The types of high-speed machines include induction machines,
permanent-magnet machines and switched reluctance machines.
Electric motors have a very high efficiency and high-power density,
hence they find a perfect application in vehicle traction. They are
fit for the downsizing concept also because they can produce max-
imum torque at low rotational speed. In all the types of electric
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machines, the squirrel-cage induction motor is the most opted one. 
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A motor failure can result in the loss of large revenues, hence a 
thorough thermal analysis is done [9–11].

Electric motors and drive systems account for 64% of industrial 
electricity consumption. Energy which is not converted into useful 
work results in heating of the various motor components, and 
accounts for the motor losses. Heat generated during operation 
causes a negative effect on motor efficiency. The torque/rotational 
speed of the electric motor is being affected by temperature and 
internal losses viz. winding conduction losses, stator core losses, 
rotor core losses, and permanent magnet eddy current losses as 
well. To ensure a satisfactory life span for the motor, temperature 
rise must be limited to safe values. Obviously, the quantity of heat 
generated must be effectively removed to prevent damage to the 
machine using appropriate cooling methods [12–14].

Fig. 1 shows the contributors for developing high torque. Max-
imum torque can be obtained by the electric motor using power 
electronics, and high voltage battery, but increases the weight as 
well. In addition, although they have high efficiency, they produce a 
significant amount of heat that has to be removed. Much lower 
temperature can be accepted and higher values can request power 
de-rating in order to preserve their functionality. High voltage bat-
tery is even more critic, since it can work correctly only in a specific 
temperature window and outside this, it has a rapid thermal 
degradation. Maximum torque at different speeds possible for a 
specified winding and rotor temperature. Peak torque envelope for 
thermal transient condition can be calculated for a set amount of 
time that gives a certain maximum winding temperature [15].
2.1. Factors affecting the efficiency of electric motors
The calculation of losses in induction motors is particularly 
important, as it directly influences the temperature distribution, 
and also the overall motor efficiency. Predicting the temperature 
distribution is made difficult because of the uncertainties associ-
Fig. 1. Contributors for high torque.
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ated with assigning losses and thermal coefficients. These losses
play an important role in determining the efficiency and tempera-
ture rise, and hence, the rating of a machine. The importance of
stray load losses in induction machines was illustrated, indicating
that a small improvement of the efficiency would mean about five
times reduction in the losses of the input power. Hence, a small
improvement of the average effective efficiency of the industrial
motor would save energy [16,17]. Fig. 2 shows the factors affecting
the motor efficiency.

2.1.1. Airgap eccentricity
One of the types of faults that can occur in Induction motors is

air gap eccentricity. Static eccentricity is displacement of the rota-
tion axis of the rotor with regard to the geometric center of the sta-
tor, hence the field distribution in the air–gap is unsymmetrical.
The reasons for eccentricity include intrinsic shaft tolerance, ball-
bearings defects or problems related with the fixing of these motor
parts. This would cause the eccentricity to create additional motor
vibrations and unbalanced magnetic pull (UMP). The static eccen-
tricity leads to a non-uniform temperature distribution and the
small eddy-current losses which occur in the magnets, contributes
to the rise of the highest temperature spot in the motor, potentially
shortening the lifespan of the stator insulation system. In
Dynamic eccentricity the rotation axis of the rotor do not coinci-
dence with its geometric center [11,18–22].

2.1.2. Electromagnetic performance
Mass, volume and material properties of electric motor have to

be temperature-dependent so that temperatures inside the
machine can work with a good electromagnetic performance.
This analysis makes it easier for designers to maximize the winding
current density to achieve the highest possible torque/power rat-
ings within thermal limits set by the winding insulation or demag-
netization limits [23,24]. The electrical machines in the
automotive industry use permanent magnets in their rotors as they
possess very good efficiency and high power density. On the other
hand, sensitivity of the magnets in high temperatures is the major
drawback. The losses caused by the eddy-currents induced in the
rotor magnets are relatively small compared to the other losses
generated in the electric machine. But due to the relatively poor
Fig. 2. Factors affecting the motor efficiency.
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heat dissipation of the rotor, these losses can cause significant 
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heating of the magnets. Increased temperature in the magnets may 
result in partial irreversible demagnetization of them as shown in 
Fig. 3. Abnormal high temperature will also affect the core 
resistivity, thus affecting the eddy current loss [25].
Fig. 4. Hottest spots in the motor.

2.1.3. Temperature rise and losses

Operating point of the permanent magnet is subjective to the 

exposed temperature. Hence, the distribution of the magnetic field 
inside the motor, the magnetic flux density in the air gap and the 
core will change. Changes in magnetic field will affect iron losses 
and permanent magnet eddy current losses. Rise in temperature 
may alter the thermal conductivity, the resistance of the copper 
core, the permanent magnet remanence and intrinsic coercivity.

In general the highest temperature appears in the winding cop-
per core, and the lowest temperature appears in the housing as 
shown in Fig. 4. Because the winding copper core is the main heat 
source and the small heat dissipation factor of the insulation layer 
leads to poor heat dissipation, the peak value of the temperature is 
located at the center of the stator winding. The eddy current losses 
are regarded as heat sources. With the increase of the load, the 
temperatures of the housing, stator core, winding copper core 
increases non-linearly. As the main heat source, the copper core 
is located in the middle of the stator and surrounded by insula-
tions. The temperature will sharply rise because of the eddy cur-
rent loss in the permanent magnet and poor thermal conduction 
ability of the rotor [26].

Increase of the power density would allow the motor tempera-
ture rise in the range of allowable limit value. Reducing the tem-
perature rise can happen by improving the cooling capacity of 
motor and by reducing the losses. With the high speed and large 
carrier frequency, the eddy current loss of the permanent magnet 
is large [27]. Heat generated by a running induction motor and the 
temperature raise, eventually leading to thermal stresses. If the 
thermal stress is more than the limiting stress of the structure of 
the cage, it may lead to broken bar fault and the cage fracture in 
the joint of the bars and the rings. This is a very serious acci-dent 
as it would lead to asymmetric rotor operation. Temperature rise is 
a key performance parameter of concern in the industrial arena. 
The temperature rise can limit the rated power and reduce the 
motor efficiency, and it also imposes special demands on the 
material of the motor. Hence, thermal mapping is crucial for satis-
fying the requirements of functionality and safety [28].

The influence of the end of the stator and rotor on axial temper-
ature distribution also contributes to thermal loss. The tempera-
ture of stator and rotor increase rapidly in the beginning and the 
rotor temperature is higher than the stator temperature all the 
time. The maximum temperature point is around the axial center of 
the rotor bar. The axial temperature difference of the rotor core
Fig. 3. Damages caused by temperature rise.
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is larger than that of the stator core while the radial temperature
difference of the stator core is larger than that of the rotor core
[18].

2.1.4. Power losses
Fixed losses are losses in the active iron, and additional no load

losses in other metal parts, Losses due to friction and windage loss
in the machine. Load losses are copper losses in primary windings,
losses in secondary windings and additional load losses. Stator
losses,

a. Stator Copper losses: losses are produced when the current
passing through the stator windings, and generates the heat
and consequently, the temperature of the motor rises. These
losses are dependent on the square of stator current.

b. Rotor bars losses: losses are produced when the current
passing through the rotor bars, they are dependent on the
square of rotor current.

c. Iron losses or core losses: losses are generated in the con-
ducting core laminations, due to hysteresis, eddy-current.
These play an important role in design of the machine and
in determination of its thermal rating.

d. Mechanical losses contain air friction losses and bearing fric-
tion losses. Air friction losses result following the air circula-
tion around the rotor during its operation. The air friction
losses are divided in to two parts: the losses corresponding
to the rotor seen as a rotating cylinder and the losses corre-
sponding to the end surfaces of the rotor. Bearing friction
losses are the results of the relative motion in bearings.

Copper losses are due to Joule losses, iron losses are due to eddy
current and hysteresis effect. Compared to the conventional engine
losses, they are quite low because the power is generally lower and
the efficiency is much higher. Electric motors have very high effi-
ciency, however their power losses produce a significant amount
of heat. All the power losses become heat and increase the temper-
ature of the component. The maximum temperature have an
important effect on the de-rating of the power electronic compo-
nents. In order to avoid premature de-rating, it is important to
A. Priyadarshinee et al.



leave the temperature as low as possible [10]. Core loss seen in Fig. 
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5 is much greater than other losses and is the main source of heat 
due to the high operating frequency. Therefore, it is of crucial 
importance to calculate the core loss accurately, taking operating 
temperature into account. The core eddy current loss and hys-
teresis loss are due to temperature-induced changes in core mate-
rial resistivity [9]. In order to design a high-efficiency motor, the 
iron loss generated in the motor should be reduced. The stator loss, 
armature winding loss, rotor loss, and axial structure loss are 
assigned as the heat sources in the electrical machine. The large 
rotor’s eddy current loss will cause the temperature of permanent 
magnet to increase considerably [29–32].
2.1.5. Methods of reducing losses

A speed vector control system of induction motor (IM) with 

minimization of the copper and iron losses has been introduced. 
This method reduces heat losses from the rotor windings and sta-
tor and core losses from eddy currents [52]. Results of a sensitivity 
analysis of the heat sources and the properties of the structural 
changes within a 3D-model are presented. Iron losses and ohmic 
losses in copper are examined on the basis of electromagnetic 
design. The criteria for future design of electric motors are shown 
[53]. High temperature superconductor (HTS) machines have been 
designed to use an iron core to reduce the HTS tape length. Further 
study is required to find the arrangement of HTS tape in iron core to 
reduce losses [54]. A stator magnetic core from segments of 
amorphous steel is developed. Ducts inside the stator are used as 
cooling ducts. These arrangements promote the dissipation of heat 
from the stator and minimize temperature [55]. Three different 
types of tape-wound laminations were analysed viz. heat treated 
(HT), glued and heat treated (GHT) and conventional non-treated 
(NT). HT and GHT type laminations have lower iron losses than NT 
and conventional stacked laminations [56]. Lumped parameter 
thermal network (LPTN) was used to find the thermal performance. 
Optimization of the reduction in iron loss and copper loss, eddy 
current loss in permanent magnet was carried out considering har-
monics to improve thermal performance [57]. Experiments were 
carried out using lamination sheets fabricated through different 
manufacturing processes: insulation, laser cutting, electrical dis-
charge machining (EDM) and thermal treatment. The best manu-
Fig. 5. Different type of losses acting as heat sources.
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facturing processes were found to be the bonding varnish
insulation and EDM cutting. Second stress-relieving thermal treat-
ment on CoFe alloy reduced iron loss by 28% [58]. Hybrid excited
axial field flux-switching machine (HEAFFSM) with permanent
magnets (PMs) and excitation windings in its stator is a novel
hybrid excited flux-switching PM machine. Experimental results
show that the minimum-copper-loss (MCL) strategy minimises
the copper loss of the HEAFFSM drive system [59]. Another study
focused on the core losses in the stator region of high-speed per-
manent magnet synchronous motors, magnetic field characteris-
tics in the load region, and variations in iron losses caused by
changes in these areas. It was demonstrated that the running sta-
tus of high speed motors is closely related to the stator iron losses
[60].
2.2. Temperature distribution in an induction motor

The temperature distribution in the induction motor is not uni-
form and there is a risk of local overheating. Thewinding is a main
heat source and its insulation is thermally sensitive, so reducing
the winding temperature rise is the key to the improvement of
the reliability of the motor. Large end winding is required for high
electrical loading and for the high torque density. The nature of the
low speed, high torque application means that the losses in the
machine are dominated by those from the winding [33,34]. Fig. 6
shows the temperature distributions inside an induction motor.

The maximum torque of a motor is directly proportional to the
flux produced by the magnets. By keeping the working tempera-
ture of the magnets low, higher power density can be achieved
[21]. Using cast copper instead of cast aluminum as rotor bars
and end rings can reduce the temperature of rotor effectively
[18]. The influence of temperature on the relative permeability of
iron core material can be obtained. Thermoelectric materials allow
converting a temperature gradient into electricity [35]. The mate-
rial properties of the motor impose the temperature limit. The
maximum limit of temperature is linked to silicon properties
[10]. The thermal model explains the temperature distribution
inside the induction motor, to give a precaution about problems
which will occur during the operating conditions, like the induc-
tion motor insulation.
2.3. Computer aided analysis to find losses

Fig. 7 shows the computer aided analysis and modelling tech-
niques used by different researchers during the past 10 years.
Fig. 6. Temperature distributions inside the induction motor [36].
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Fig. 7. Computer aided analysis to find losses.
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The following techniques were used: Thermography, Simulation
using FEM, PDC & dielectric spectroscopy, Ansoft Maxwell soft-
ware, dynamic E&S modelling, design optimization, CFD, Motor
CAD Emag, ANSYS FLUENT, ANSYS-ICEM, FEA method, SOLID-
WORKS, commercial software Motor-CAD, cell method (CM), mod-
ified CM thermal model, 3D motor model using the ANSYS
software, 3D fluid motion analysis and software Dakota. Taguchi
methods are utilized to optimize the models.
3. Cooling methods

Motor cooling depends on conduction of lamination stacks, slot
windings and end windings. It also depends upon the performance
of the cooling jacket [37]. In thermal model, directions of the heat
flows in the induction motor are important.

1. heat flow from the rotor bars through the air gap towards the
stator winding and then to the stator iron then finally to the
ambient through the round frame by convection.

2. heat flow from the stator end-winding and the rotor bars sides
towards the end-cap air by convection and then to the ambient
through the side frame by convection.

3.1. Cooling techniques for improving efficiency

Efficient cooling systems are essential to minimize the operat-
ing temperatures of the motor hot spots, and in particular of the
copper windings. Thus, an accurate thermal modelling of the motor
and of the coupled cooling system is important to optimize the
thermal management of the engine. Water jacket cooling system
removes more than 99.5% of the heat generated while the remain-
ing portion is removed by natural convection [61]. By convection,
heat is transferred from solid to either gas or liquid through the
surface layer and can be either natural or forced convection [38].
The optimal flow rate for cooling is determined through an
unsteady state analysis to predict according to the insulation grade
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[39]. A liquid-cooling system is often adopted where a cooling fluid
(usually a 50% mix of water and glycol) is pumped into the compo-
nents to be cooled and in a liquid–air heat exchanger, forced air
cooled by means of cooling fans [40]. Oil spraying technique is
used to cool the magnets in a safe operating temperature, increase
their performance and also reducing their manufacturing cost. The
oil-spraying cooling system, was designed to spray oil on the inside
of the rotor of the electrical machine. Due to the high rotational
speed the oil forms a thin film that absorbs the heat generated
by the magnets [21].Water-ethylene glycol (WEG) circulated
through three cooling channels within the cooling jacket [41].
The main technologies used in cooling electric motors include
forced air cooling, direct water cooling, alternative cooling fluids,
immersion cooling, heat pipes, phase change materials, vapour
compression refrigeration, thermo electric cooling and Stirling
cycle cooling. The novel cooling systems such as Malone refrigera-
tion, pulse tube refrigeration, thermo ionic cooling, thermo acous-
tic refrigeration, magnetic refrigeration and ejector expansion
refrigeration are still being studied or at research status [42]. Ther-
mal diagnostics of motor windings, stator windings and tempera-
ture distribution inside the electric motors are presented [43–
45]. Analysis of temperature rise, thermal losses and thermal per-
formance are carried out in detail [46–48]. Forced convection on
enhanced surfaces, different oil cooling systems and cooling of
traction motors by combination of methods are reviewed [49–
51]. Heat pipes are effectively used in thermal management of
electric motors which simplify the system structure and save more
space compared with the other methods [62]. Rotor is cooled using
spiral stator water jacket that uses forced convection with water
ethylene glycol mixture (50–50%) and oil spray cooling system. A
new ventilation Cooling structure of the radial–axial mixed venti-
lation system is designed to safeguard the structure of the motor
[63]. Temperature-rise rate of oil-cooled motor under rated work-
ing conditions viz. same electromagnetic structure, is slower than
that of water-jacketed cooled motor and can work for longer peri-
ods. The oil-cooled method is one of the best methods to cool sta-
A. Priyadarshinee et al.



Fig. 8. Applied cooling methods.

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
tor and a direct oil-cooling method is proposed in the cooling the
end winding with oil immersion [64]. Potting silicon gelatin is
encapsulated in the gaps between the end windings and the casing
to dissipate the heat generated in the end windings quickly and to
enhance the utilization efficiency of the whole water channels
[65,66]. In the recent research, the exprimental results predict
Methods of Finding Losses and Cooling... 163
higher cooling performance of electric motor with a refrigerant.
Obtained rated torque with a refrigerant cooled motor is around
60% higher than that of water cooled motor [67]. Recently nanoflu-
ids are used as advance coolants in order to increase the heat trans-
fer capability of the cooling system and to keep the temperature of
the electric motor at operational level. A 4% of nanoparticle of
A. Priyadarshinee et al.



Aluminum-oxide with base fluid (pure water) increases the heat 
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transfer capability of the cooling system up to 40% [68]. A very 
recent research is on introducing 3-dimensional heat pipes into the 
gap between the winding and the casing. Potting silicon gelatin is 
used to fix the heat pipes which also increase the contact area and 
the heat pipes with the combination of potting silicon gelatin can 
effectively improve the heat dissipation efficiency of the water-
cooling. This technique is one of the best solution to solve the 
problem of high winding temperature [69]. A review on increasing 
efficiency of electric motors using cooling methods, lightweight 
materials and novel manufacturing processes is avail-able [70]. Fig. 
8 shows the applied cooling methods.
4. Research gap and future directions for research

In this review it is observed that thermal mapping tempature at
various parts of the motor is not very clear. All the researchers
pointed out ther there is rise in temperature but quantitative anal-
ysis is missing. High Temperature Superconductor (HTS) technol-
ogy has to be investigated to improve efficiency of motors.
Further study is required to find the arrangement of HTS tape in
iron core to reduce losses. Vector control system of electric motors
can be explored to reduce losses. Secondly, various cooling meth-
ods are studied but comparison of results and quantitative analysis
are not explicitly mentioned. Further research can be done in Cryo-
genic cooling method, Hydrogen cooling method and cooling using
phase change materials (PCM)/Heat pipe. Experimental studies are
to be done on the novel cooling systems such as Malone refrigera-
tion, pulse tube refrigeration, thermo ionic cooling, thermo acous-
tic refrigeration, magnetic refrigeration and ejector expansion
refrigeration. Even combinations of various cooling methods for
the parts of the motor may be applied since the parts of the motor
are not equally stressed thermally. Hence, by adopting appropriate
cooling methods, the temperature in the motor can be controlled
which will enhance torque and efficiency of the electric machines.
Optimized thermal management is required to be studied to visu-
alize the electromagnetic effects brought by geometric changes
dictated by thermal considerations. The selection of Grade F insu-
lation material has to be studied further to meet the requirements
of the motor for short-term temperature rise. Also, Impacts of add-
ing three different amount of nanoparticles in the base fluid has to
be studied to predict the thermal performance of the cooling sys-
tem. An optimized efficient electric motor is the need of the hour
for high torque transport applications leading to the mitigation
of the effects of climate change.
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In cellular networks, users near the edge of the cell are usually suffering from low signal-to-noise-plus-
interference-ratio (SINR) levels as a result from being far away from the base-station (BS). Many factors 
could lead to huge attenuation of the received signal in the cell-edge area such as path-loss and multipath 
fading. Increasing the BS transmit power is not always feasible as this could lead to an increased inter-
cell-interference (ICI). Hence, the cell-edge problem arises. In this paper, a new scheduling technique 
has been developed to increase the probability of assigning the available resource blocks (RBs) to the 
cell-edge users so that their achieved throughput would increase. A performance comparison with 
state-of-the-art schedulers indicates that our proposed scheduling mechanism leads to a significant 
improvement in the average throughput for cell-edge users, with negligible performance degradation 
for cell-center users.
1. Introduction

Since the development of mobile wireless communication sys-
tems in the late 1970s, huge efforts have been devoted to improve
both the capacity of the system, and the quality-of-service (QoS)
experienced by the users. To achieve these goals, many approaches
have been taken such as well-planned networks, massive antenna
configurations and Inter Cell Interference Coordination (ICIC)
methods. In conventional cellular networks, the full area of cover-
age is composed of multiple cells, where each cell is assigned a pre-
determined amount of radio resources and power allocation levels.
Accordingly, the overall limited network resources will be dis-
tributed among the cells based on the capacity of each cell, and
the corresponding service data rates needed to assure a fair perfor-
mance among all users’ requirements. Users located at the edge of
the cell, i.e., far away from the base station (BS), typically experi-
ence a low signal-to-interference-plus-noise-ratio (SINR), which
leads to considerably low achievable data rates. This is known as
the cell-edge problem. Increasing the BS transmit power in an
attempt to improve the cell-edge users’ experience is typically lim-
ited by the resulting amount of inter-cell-interference (ICI)
towards adjacent cells.

Most specifications of wireless communication systems have
been using a frequency reuse of unity due to the shortage of avail-
able frequency resources (see, e.g., [1]). Frequency reuse may lead
to ICI, especially at the cell boundaries, further negatively impact-
ing the throughput of cell-edge users. 5G systems are expected to
be based on an ultra-high densification of base stations to improve
the overall system capacity [2]. This densification, however,
together with frequency reuse and high traffic loads, will further
negatively affect the throughput of cell-edge users. This motivates
us to study methods for improving the cell-edge user throughput
for 4G and 5G systems.

LTE [3] and LTE-Advanced (LTE-A) [4,5] are the leading systems
for 4G as stated by the 3rd Generation Partnership Project (3GPP)
[6]. Both LTE and LTE-A use orthogonal frequency division multiple
access (OFDMA) in the downlink. OFDMA divides the available
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independent data flows. A physical resource block (RB) is defined as 
12 subcarriers in the frequency domain (180 kHz) and seven OFDM 
symbols in the time domain, which is equivalent to one time slot 
(0.5 ms). RBs are periodically allocated by the sched-uler to the 
active users in a cell every transmission time interval (TTI) that is 
equal to 1 ms.

This paper focuses on improving cell-edge user throughput via 
intelligently scheduling RBs among the users of the cell. The rest 
of the paper is organized as follows: state-of-the-art techniques 
for RB scheduling are reviewed in Section 2. In Section 3, The pro-
posed scheduling technique is explained. In Section 4, Simulation 
parameters and setup are demonstrated. Simulation experiments 
and performance results are discussed in Section 5. Finally, Sec-
tion 6 concludes the paper.
2. Related work

The related literature can be classified into three categories: (1)
the main scheduling techniques (in LTE and LTE-A), (2) scheduling
schemes tailored towards improving cell-edge user throughput
and (3) work on cell-edge throughput improvement via other
methods (not scheduling). In what follows we review the main
related literature from each category.

The main scheduling techniques for LTE and LTE-A can be sum-
marized as follows (more details can be found in [7,8]).

� Largest Weighted Delay First (LWDF) scheduler ensures that
each packet has to be received within a certain deadline to
avoid packet drops. The scheduler collects information about
the creation time of a specific packet, as well as its deadline.
The user with the most stringent requirements in terms of
acceptable loss rate and deadline expiration will be preferred
for allocation. This scheduler does not take the channel quality
variation into consideration.

� Blind Equal Throughput (BET) attempts to achieve throughput
fairness among all users. In particular, the scheduler allocates
resources to flows that have been served with lowest average
throughput in the past. Again, this scheduler is unaware of
the channel quality variation.

� Maximum Throughput (MT) scheduler assigns RB to the user
that achieves the maximum throughput. This is usually per-
formed by selecting the user with the largest channel quality
indicator (CQI) for each RB assignment. The major disadvantage
is that the scheduler does not consider fairness among users.

� Proportional Fair (PF) scheduler strikes a balance between fair-
ness and throughput, by taking both CQI and resource allocation
history. In particular, the user with largest ratio of CQI and aver-
age past throughput is selected for each RB assignment.

Heuristics optimization algorithms, such as [9–11], are rarely
used in LTE resource scheduling [12,13] because of the time com-
plexity needed in such algorithms. RB scheduling and allocation in
LTE is a real-time operation which has to be performed each TTI
(i.e., 1 ms), which is not the case in heuristics optimization algo-
rithms that assume plenty of computation power and time to find
the solution as in offline applications. Works done in [12,13] use
very low number of RBs (i.e., maximum one quarter the number
of the used RBs in our paper) to bypass the delay caused from used
heuristics. Due to its fast response, and consideration of both fair-
ness and throughput, PF becomes the most supported scheduling
technique for LTE system [14]. None of the above-mentioned
schedulers, however, pays explicit attention to cell-edge users.

Scheduling techniques that are particularly devoted to cell-
edge user throughput enhancement do exist. See, e.g., [15–17].
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The authors of [15] consider allocating RBs to the users based
on weighted signal-to-noise (SNR) ratios for both cell-centric
and cell-edge users, then allocating transmit powers, as two sep-
arate steps. Their approach relies on combinatorial optimization
and graph-theoretic techniques, which add to the complexity of
the system. In contrast, this paper introduces a low-complexity,
probabilistic approach for the dynamic allocation of RBs among
cell-centric and cell-edge users. A detailed description for the pro-
posed approach is illustrated in the next section. Throughout our
experiments, our proposal has proven to achieve larger improve-
ments as compared to [15], as will be illustrated in the results
section.

In [16], a dynamic PF scheduler has been proposed to increase
the performance of the cell-edge scheduler. The authors of [16]
modified in the PF scheduler itself to adapt to the individual user
conditions (e.g., location in the cell or QoS requirement). The pro-
posed modification aims to give a chance to the cell-edge users to
utilize some of the RBs seeking improvement of their ability to get
the service. This is done by varying the exponent of the dominator
of the scheduling equation used in conventional PF (i.e., bparame-
ter) to be not fixed to unity as conventional PF use. The dominator
is representing the past achieved average throughput by the user
prior to the processed RB. The algorithm is adapting bsuch that
the users near cell center will be discredited since their btends to
be larger than 1, while the users in the cell edge will be compen-
sated since their btends to be smaller than 1. The dynamic PF algo-
rithm uses a time counter to record the duration in which a user
stays in the cell-edge area. Hence, if a user stays in the cell-edge
for a relatively long time, the user will be then prohibited from
being favored by additional RBs. We will demonstrate in the results
section that our algorithm will outperform this dynamic PF’s
performance.

Studies on improving cell-edge user throughput using other
methods (than scheduling) do exist. For example, Coordinated
Multi-Point transmission and reception (CoMP) was introduced
in LTE-A [4,5] and refers to a family of functionalities involving
multiple BSs coordinating transmissions to a cell-edge user,
including joint processing and coordinated scheduling. The stud-
ies in [17–20] focus on improving cell-edge throughput via CoMP.
However, CoMP comes at the cost of coordination and communi-
cation across multiple cells. Therefore, this paper focuses on cell-
edge user improvement via low-complexity uncoordinated tech-
niques that can be readily implemented within the cell. Further-
more, cell-edge user throughput can also be improved via power
control. Typically, power control is applied as a separate step
after RB scheduling (see, [15]). Therefore, our introduced schedul-
ing mechanism can further benefit from intelligent power alloca-
tion performed separately. This paper, however, focuses on
scheduling.

Improving cell-edge performance could be implicitly achieved
using techniques enhancing the overall cell throughput. In addition
to the COMP and power control techniques, the smart scheduler
introduced by NOKIA in [17] is capable to improve cell-edge data
rate as well as other users using the following techniques:

� Frequency Selective Scheduling (FSS): FSS uses Channel Aware
Scheduling (CAS) and Interference Aware Scheduling (IAS) to
select non-faded RBs to each user. Information about fading
channels can be obtained from CQI reports.

� Modifying the parameters of handover between adjacent cells
based on the information exchange of the X2 interface. This
technique is known as ‘‘Intra-frequency load balancing” and
used when the load in two adjacent cells is not balanced.

� Interference shaping to avoid ICI.
� QoS differentiation by allocating more re-sources for users in
weak channel conditions.
P. C. Satpathy et al.



Our proposed scheduler can further benefit from any of the 
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throughput achieved by cell-edge users. The proposed algo-
rithm is an extension to the pro-portional fair scheduler. In par-
ticular, it is based on probabilistically replacing a cell-centric
user by a cell-edge user at some RBs, where the allocation prob-
ability changes dynamically across RBs according to the concept
of sampling without replacement to give a chance to the cell-
edge users for scheduling and utilizing some RBs. However, this
probability should decay gracefully to avoid poor system uti-
lization if significant RBs are assigned to poor signal strengths
cell-edge users.

� Our proposed scheduler has a low complexity, and is suitable to
be invoked every TTI.

Our proposed scheduler aims to improve the cell-edge through-
put, while maintaining the required throughput for cell-centric
users to continue achieving an acceptable level of performance.

above techniques used in NOKIA scheduler to add to the overall 
scheduling. This paper, however, focuses on scheduling. In light of 
the above, the contribution of this paper can be summarized as 
follows.

� A new scheduling algorithm is proposed to enhance the
3. Edge User Friendly Scheduler (EUFS)

A new packet scheduling technique is developed to enhance the
performance of cell-edge users, or more generally, users experienc-
ing bad channel conditions. The proposed algorithm is an exten-
sion to the proportional fair scheduler. In particular, it is based
on probabilistically replacing a cell-centric user by a cell-edge user
at some RBs, where the allocation probability changes dynamically
across RBs to give a chance to the cell-edge users for scheduling
and utilizing some RBs. However, this probability should decay
gracefully to avoid poor system utilization if significant RBs are
assigned to cell-edge users experiencing poor signal strengths.
Network operators could offer this feature to the all cell-edge
users, or to a selected subset of cell-edge users according to some
criteria (such as in return for additional fees). Accordingly, at each
TTI, the core network controller classifies a user as featured user
(FU), i.e., a user that can potentially benefit from the proposed
scheduler, by checking two conditions. These conditions can be
summarized as follows.

� FU classification criteria:
1. The user has been classified as a cell-edge user: (Obligatory)

Classifying users between cell-centric and cell-edge is very
critical. A user is considered as cell-edge if its instantaneous
throughput is below some threshold. This threshold value is
chosen to be the 5th percentile point of the overall cell
throughput, as stated in [21]. CQI reports are used to mea-
sure the instantaneous throughput of a user. Those users
only will be eligible for requesting improved service.

2. The user is agreeing on paying additional fees for the improved
service: (Optional)
Operators could decide to associate the level of system per-
formance provided to users with pricing, as done in [22,23]
based on the recording of RBs utilization. Nowadays, most
of the operators are using fixed price charging models that
set constant rental fees for users per time or per consumed
bit rate. This works well for systems that include scheduling
techniques implementing blind fairness to users/connections
without any prioritization towards users suffering from
degraded channel conditions (e.g., cell-edge users). Hence,
operators could use different pricing schemes to cope with
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the proposed scheduling technique, as to strike a balance
between featured users (who gain more privileges in terms
of throughput and extra RBs) and non-featured users (who
sacrifice some resources).

The proposed technique uses two-level scheduling. In the first
level, PF scheduling is applied to identify a PF user to potentially
utilize the RB. Then, a second scheduling level will probabilisti-
cally decide whether to allocate that RB to the chosen PF user,
or to one of the FUs. In contrast to conventional PF scheduling
[24] that selects the candidate user to utilize RB based on the
ratio between the current instantaneous and the accumulated
average throughput by the user, our algorithm involves putting
the selected PF user into a second round of competition for the
RB with all FUs (cell-edge users who probably experience weak
signal strength). The selection between PF and FU is probabilistic,
where the selection probabilities vary dynamically as to strike a
balance between improving cell-edge user throughput and mini-
mizing the reduction in overall system throughput. To describe
the details of our proposed algorithms, we first make the follow-
ing definitions.

� The set of FUs in the cell is denoted as {FU1, FU2, . . ., FUN},
where N is the number of FUs in the cell.

� The set of available RBs in the cell per TTI is denoted as {RB1,
RB2, . . ., RBM}, where M is the number of RBs in the cell.

� The minimum required probability of selecting the PF candidate
for RB1 is denoted as P(PF). This is a design parameter that
should be identified by the network operator. The effect of the
choice of P(PF) on the overall system performance will be
explored later.

� The initial number of chances for the PF user at RB1 is denoted
as PF_C.

� The initial number of chances for FUi at RB1 is denoted as FU_Ci.
� Hence, the total number of chances at RB1 could be denoted as:
UE C ¼ PF C þ
XN

n¼1

FU Ci

We assume that each FU has the same number K of initial
chances of being selected for the first RB (i.e., RB1). In other words,
initially,

FU Ci ¼ K; for i ¼ 1;2; . . . ;N: ð1Þ
Guidelines for choosing the scaling factor K as to achieve the best
performance is discussed in Section 5.

Therefore, and since the probability of selecting a user is calcu-
lated by dividing the number of chances for that user by the total
number of chances, it is straightforward to see that the initial prob-
ability of selecting the PF candidate for the first RB (i.e., RB1) is
given by PF_C/(PF_C + NK).

Since the minimum required initial probability of selecting a PF
user (for RB1) is P(PF), the following condition on the number of
chances needs to be satisfied:

ðPF CÞ
ðPF C þ NKÞ >¼ PðPFÞ ð2Þ

The latter implies that PF_C, the initial number of chances for
the PF user at RB1, will be set according to:

PF C >¼ ðPðPFÞ � N � KÞ
ð1� PðPFÞÞ ð3Þ

For the first RB, a user is selected among the PF and FU candi-
dates depending on their respective selection chances initialized
using (1) and (3), respectively. For every other RB, the selection
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Table 1
Simulation parameters.

Parameter Value

System Bandwidth 20 MHz
Carrier Frequency 2.14 GHz
Channel Model Fast Fading

Total No. of RBs per TTI 100
Antenna per RRH 3

eNodeB Transmit Power 40 W
No. of eNodeBs 7

Total No. of active UEs 210 to 1260
User Mobility No Mobility

chances are updated according to the statistical concept of sam-
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pling without replacement (SWR). In particular, the user chosen 
in one RB will be either assigned lower chance/ probability, or even 
totally removed from competing with others for the next RB, and 
so on. Consequently, users not selected in a RB will have higher 
chances in the next RBs. If all chances ðPF Cand all FU CiÞreach 
zero, the chance values PF Cand all FU Ciwill be reset according 
to (1) and (3), respectively. The process continues until all RBs 
are utilized by users.

The overall scheduling algorithm (for each cell, at the beginning 
of each TTI) can be summarized as follows.
No. of Cells 21
No. of TTIs 100
Algorithm EUFS

1. Among all UEs in the cell, identify the featured set {FU1,

FU2, . . ., FUN} based on the FU classification criteria.

2. Set the initial chances PF Cand FU Ciðfor1 <¼ i <¼ NÞac-
cording to (1) and (3), respectively.

3. For each RB1, RB2, . . ., RBM, do:

a. Invoke the PF scheduler to select a PF user.

b. Create the set U of users containing PF Ccopies of the

PF user, and FU Cicopies of FUiðfor1 <¼ i <¼ NÞ.
c. Select one user from U according to a uniform distribu-

tion, to utilize the RB.

d. Update the selection chances as follows:

� If the selected user is a PF user, then PF C :¼ PF C � 1;
� If the selected user is FUiðforany1 <¼ i <¼ NÞ, then

FU Ci :¼ FU Ci � 1.
e. If all chances ðforPFandallFUsÞreach zero, reset PF Cand
FU Ciðfor1 <¼ i <¼ NÞaccording to (1) and (3),

respectively.
This algorithm ensures allowing the users who previously suf-
fered from lower instantaneous throughputs (namely cell-edge
users) to utilize additional RBs to improve their throughputs and
avoid throttling them. The stolen RBs from PF users are substituted
gradually from other users in the same cell who already have bet-
ter throughput in a dynamic manner that would not affect their
assigned bandwidth seriously as well. This purpose has been main-
tained and proven as will be shown in the results and analysis
section.

4. Experimental setup

The proposed algorithm has been deployed into the Vienna LTE
system-level simulator [25,24], which runs on top of MATLAB. The
simulation parameters used in our experiments are shown in
Table 1. The used system bandwidth and carrier frequency is sup-
ported in LTE Release-8 [26]. The remaining parameters have been
selected to be compatible with the system bandwidth used and to
be applicable in the realistic world as well. Without loss of gener-
ality, we assume that all cell-edge users are considered as FUs. If
some of the cell-edge users refuse the condition of the additional
pricing to be granted the improved performance, this would imply
that the number of featured users will be decreased. Hence, the
average throughput for the other users in both categories (cell-
centric and cell-edge) will be even better than the results provided
in next section.

For performance evaluation, three state-of-the-art algorithms
are used as benchmarks to be compared against our proposal.
The first algorithm is the conventional PF algorithm which is
adopted by the standard LTE system [14]. The other two algorithms
are the weighted SNR algorithm [15] and the dynamic PF algorithm
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[16] which have been discussed in the ‘‘related work” section.
Throughout our experiments, the proposed algorithm (i.e., ‘‘EUFS”)
is deeply investigated and compared to the best recently proposed
algorithms. It is easily seen that algorithm EUFS is based on
dynamically changing the chances (probabilities) of selecting PF
and FU candidates, respectively, across the different consecutive
RBs. The first experiment investigates the optimal value of the scal-
ing factor K that achieves the best performance using EUFS algo-
rithm. The purpose of the second experiment is to assess the
proposed algorithm EUFS against the state-of-the-art techniques
from [15,16]. The throughput achieved by cell-edge and cell-
centric users is used as the comparison metric. The third experi-
ment also assesses the performance the proposed algorithm EUFS
against the state-of-the-art techniques from [15,16]. The perfor-
mance metric used, however, is the signal-to-noise-ratio (SNR).
In the fourth experiment, we use Jain’s fairness index [27] to assess
the fairness of the system across all scheduling algorithms. The
concept of Jain’s fairness index is close to the variance measure
in statistical analysis, as it measures the deviation of the achieved
throughput by each user from the fair throughput. Jain’s fairness
index is maximum (i.e., unity) when all users achieve the same
throughput. The closer the users’ throughputs are to each other,
the larger Jain’s fairness index could be attained by the system.
In the fifth (last) experiment, the execution time is compared
across all scheduling algorithms to investigate the speed of each,
and make sure that the proposed algorithm could fit in LTE online
RB scheduling and allocation.

5. Results and analysis

5.1. Assessing the initial scaling factor

The first study is performed on the choice of the best value for
the initial number of chances (K) as used the EUFS algorithm. Our
empirical approach is based on experimenting with a wide range of
values for K, then choose the best performing value for the remain-
ing experiments of the paper. The selection of K will depend on the
performance of the cell-edge users; the effect of EUFS algorithm on
cell-centric users, however, is discussed in details in the following
experiments. Fig. 1 shows the average throughput of cell-edge
users using EUFS relative to their average throughputs obtained
from a static probability approach, (on the y-axis) using different
values for K (on the x-axis). According to (1), K represents the ini-
tial chances assigned to each cell-edge user per cell (i.e., FU Ci).
However, to keep the initial probability for PF user P(PF) fixed
while changing K, scaling K directly indicates a corresponding scal-
ing for the PF user (i.e., PF_C) accordingly. At the first RB0, P(PF) is
the only effective factor in assigning RB0 to either Cell-edge or cell-
centric user. However, the choice of K would take effect while step-
ping up in the following RBs as the chances adaptation after each
P. C. Satpathy et al.



Fig. 1. Average throughput for cell-edge users using EUFS relative to the average throughput for cell-edge users using fixed probabilities, across different K.
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RB would be dissimilar. Small K values (i.e., K � number of RBs)
indicate an abrupt change to the total number of chances across
the different RBs. Although this will guarantee the alternation
between cell-edge and cell-centric users from one RB to the next
(the change in chances changes the probability sharply), the algo-
rithm quickly runs out of chances and mandates a reset for the
chances as described in EUFS part ðeÞ since the total number of
chances (i.e. UE_C) is directly proportional to K. Hence, for the total
number of RBs, static probability is effectively performed due to
the very frequent reset to the total number of chances. Still with
K = 1, as shown in Fig. 1, the dynamic probability assignment
through EUFS achieves around 20% performance improvement
over static probabilities. For small K values, the system memory
is shallow, which implies a behavior closer to fixed probabilities.
While increasing the value of K, deeper memory is preserved and
more adaptive RB assignment to the users is performed. Accord-
ingly, a better performance is achieved. On the other hand, the
extreme case of increasing the K value as compared to the number
of RBs (i.e., K � number of RBs) indicates too much initial chances
for any user (edge-user or cell-centric user). This again reduces the
effectiveness of the dynamic probability algorithm (EUFS), since for
each RB only one chance is deducted from the total chances. With a
very high number of total chances, the effect of the dynamic prob-
ability changes across RBs is minor and the algorithm again is get-
ting closer to the static probability assignment. Fig. 1 indicates that
the maximum throughput is achieved at K = 140. Accordingly, we
decide to only consider this value of K for EUFS algorithm in the
following experiments in order not to deviate from the main objec-
tives of these experiments. That is, to compare the proposed algo-
rithm with the state-of-the-art algorithms while keeping the
scaling factor fixed.

5.2. Assessing the throughput

According to 3GPP [6], the user throughput is defined as the
ratio of the number of information bits that the user successfully
receives divided by the total simulation time. If user k has p down-
link packet transmissions during the simulation period ‘‘T(sim)”,
and if there are q(k,i) packets in the ith transmission, and if b(k,i,
j) denotes the number of correctly received bits in the jth packet;
then the average user throughput for user k is:

RðKÞ ¼ ð
XpðkÞ

i¼1

XqðkÞ

j¼1

bðk; i:jÞÞ=TðsimÞ
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Now, the average throughput of all considered cell-edge users
(featured users) has been observed for different initial probabilities
of the PF candidate user. To this end, we keep the total number of
users at 420, and the maximum number of FUs at 21. Fig. 2 shows
the average throughput relative to a pure PF scheduler (on the y-
axis) for different scheduling techniques (on the x-axis) as well
as different initial P(PF) for our proposed EUFS. Probabilities for
PF candidates less than 70% yield a sharp degradation in cell-
centric user throughput since PF users are unlikely to be chosen,
which could not be preferable. Hence, we run the algorithm using
initial PF probabilities larger than 70% only. The average through-
put for the EUFS algorithm decreases in a sub-linear rate by
increasing the probability of PF candidate. This is because the num-
ber of assigned RBs to cell-edge users decreases as the probability
of PF candidates is increased. The highest throughput increase
using our algorithm compared to the pure PF algorithm occurs at
the lowest probabilities assigned to PF candidates. As seen in
Fig. 2, we got an increase of 2x of cell-edge user performance when
the initial probability of PF candidates is 70%. The increase is about
1.5x when increasing the PF probability between 80% and 90%.

Next, we examine the average throughput across all cell-centric
users while decreasing the PF candidates’ probability. As shown in
Fig. 2, the average throughput for cell-centric users relative to a
pure PF scheduler (on the y-axis) is decreasing in a sub-linear man-
ner while the probability assigned to the PF candidate (on the x-
axis) decreases. By decreasing the probability of PF candidates,
more RBs are given to cell-edge users and less are given to cell-
centric users as compared to a pure PF scheduler. The proposed
EUFS algorithm guarantees that the amount of RBs drawn from
conventional PF candidates, as supposed to be carried out in pure
PF scheduler, to be given to cell-edge users do not degrade the
overall performance of the latter that much because the taken
RBs is drawn in a distributive manner to avoid concentrating the
losses in one or few users which could cause degradation to their
accomplished throughputs. It is also shown in Fig. 2 that the largest
decrease to all cell-centric users throughput occurs at the lowest
probability for PF candidates. Regarding the EUFS algorithm, the
maximum decrease in cell-centric user throughput was approxi-
mately 25%, and this occurred when the initial probability of PF
can-didates was set to 82%. This decrease is shrinking to about
10% when increasing the probability of PF can-didates beyond 70%.

By investigating the performance of both cell-edge and cell-
centric users simultaneously while changing the probability of PF
candidates, the best tradeoff is to assign probabilities to PF candi-
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Fig. 2. Performance comparison for cell-edge/cell-centric users using different scheduling algorithms and fixed number of users.
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dates from 80% to 90%. This increases the average throughput for
cell-edge users to about 150%, while reducing the average through-
put for cell-centric users by only about 10%. Operators could decide
to further improve the cell-edge performance on the cost of addi-
tional degradation for the cell-centric user performance. To achieve
that, operators could use higher probabilities for PF candidates as
demonstrated in the experiments.

Fig. 2 indicates also that our proposed algorithm clearly outper-
forms the weighted SNR algorithm from [15] in all cases of used PF
probabilities. Our algorithm protects the users from being affected
sharply by re-adjusting the probabilities whenmoving from any RB
to the next as discussed in Section 3. However, in the weighted SNR
algorithm, using fixed weights across the whole TTI does not main-
tain the adaptability needed, causing aggressive distribution for
the RBs among the users. The same behavior is repeated when
observing the average throughput of all cell-centric users as shown
in Fig. 2.

Furthermore, Fig. 2 indicates that our proposed EUFS algorithm
outperforms the dynamic PF algorithm from [16] in all cases of
used PF probabilities. Updating scheduling priorities for users to
be based on user’s averaged SINR - as performed in dynamic PF -
seems to be less efficient than using user instantaneous through-
put - as used in our proposed algorithm.

Finally, the average throughput of all considered cell-edge users
(featured users) has been observed for different number of users
per cell. To this end, we keep the initial probabilities of the PF can-
didate user at 80%. Fig. 3 shows the average throughput for cell-
edge users relative to a pure PF scheduler across the different
scheduling techniques (on the y-axis) versus the total number of
users per cell as well as the number of cell-edge users per cell
(on the x-axis). Our proposed EUFS algorithm outperforms other
scheduling algorithms in all values of number of UEs/cell. When
comparing EUFS to PF algorithm, we could notice that at lower
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number of UEs/cell, the amount of increase in the average through-
put is higher due to the abundance of RBs/users ratio unlike at
higher number of UEs/cell. For instance, at 10 UEs/cell, the average
throughput for cell-edge users using EUFS algorithm is about 150%
compared to PF algorithm. While at 60 UEs/cell, the average
throughput for cell-edge users using EUFS algorithm is about only
125% compared to PF algorithm. As explained before, EUFS algo-
rithm guarantees that more RBs are given to cell-edge users com-
pared to the pure PF scheduler, which add to their achieved
throughput.

Fig. 3 indicates also that ourproposedalgorithmisbetter than the
weightedSNRalgorithm[15], since EUFSalgorithm implies dynamic
probabilities by re-adjusting the probabilities when moving from
any RB to the next as discussed in Section 3. However, in the
weighted SNR algorithm, fixed weights are used across the whole
TTI which does not maintain the adaptability needed, causing
aggressive distribution for the RBs among the users. Furthermore,
Fig. 3 indicates that our proposed EUFS algorithm outperforms the
dynamic PF algorithm from [16] as updating scheduling priorities
for users to be based on user’s averaged SINR - as performed in
dynamicPF - seems tobe less efficient thanusinguser instantaneous
throughput - as used in our proposed algorithm.

5.3. Assessing the SNR

In the third experiment, we examine the average SNR for cell-
edge and cell-centric users while varying the total number of users
per cell and keeping the number of total RBs fixed at 100 RBs/cell.
The goal is to test the scalability of our proposal compared to other
algorithms. Figs. 4 and 5 depict the average SNR relative to a pure
PF scheduler operating at 60 users/cell (on the y-axis) versus the
used number of users per cell (on the x-axis) for cell-edge users
and cell-centric users, respectively. The average SNR for cell-edge
P. C. Satpathy et al.



Fig. 3. Performance comparison for cell-edge users using different scheduling algorithms and variable number of users.

Fig. 4. Comparing SNR for cell-edge users using different scheduling algorithms.

Fig. 5. Comparing SNR for cell-centric users using different scheduling algorithms.
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users in EUFS algorithm is the highest compared to other algo-
rithms as shown in Fig. 4. In other words, EUFS algorithm is the
most beneficial to cell-edge users. This comes at the expense of
the SNR for cell-centric users which is the lowest using EUFS algo-
rithm, as shown in Fig. 5. However, for the EUFS algorithm, cell-
edge users gain 80% increase in the SNR relative to PF at 60 UEs/-
cell, compared to only 45% reduction in the SNR for cell-centric
users relative to PF at 60 UEs/cell.
A Novel Scheduling Technique... 172
At lower numbers of users (e.g., 10 users/cell), the increase in
the average SNR for cell-edge users using the EUFS algorithm is
noticeable, as the average number of RBs/users is high (� 10 RBs/
user/cell). On the contrary, the percentage of increase in the aver-
age SNR for cell-edge users using the EUFS algorithm shrinks at
higher number of users per cell as the average number of RBs/users
becomes low. By increasing the number of users per cell, the boost
of SNR for cell-edge users increases from 55% to 80%. While the loss
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Fig. 6. Fairness Index Comparison.
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in SNR for cell-centric users ranges from 45% to 35% compared to
PF. Several techniques are available in the literature to enhance
the achieved SNR more such as COMP [17–20] and heterogeneous
networks [2], which are beyond the scope of this paper.

Fig. 4 indicates also that our proposed algorithm is better than
the Dynamic PF algorithm [15] for cell-edge users as the latter
implies a threshold for the maximum time in which the cell-edge
users would be favored within. Hence, using the dynamic PF sched-
uler, cell-edge users staying relatively long in the cell-edge area are
assigned lower RBs than when using the EUFS algorithm. The EUFS
algorithm serves cell-edge users as long as they experience poor
signal strengths and with no limitation in time, as explained in Sec-
tion 3. At the lowest number of UEs/cell used (i.e., 10 UEs/cell), the
average RBs per user is 10 RBs/user/cell. Hence, the dynamic PF
scheduler will compensate the cell-edge users, which have been
punished due to their long stay in the cell-edge area, more effi-
ciently by exploiting the relatively high average RBs per user com-
pared to other cases. As a result, the SNR achieved by the dynamic
PF scheduler at 10 UEs/cell is significantly higher and approaching
the SNR results of the EUFS algorithm compared to other cases of
number of UEs/cell.
5.4. Assessing the fairness

In the fourth experiment, we use Jain’s fairness index [27] to
measure the fairness of the system across all algorithms. Jain’s fair-
ness index is maximum (i.e., unity) when all users achieve the
same throughput. The closer all user throughputs are to each other,
the larger Jain’s fairness index. Fig. 6 indicates that the EUFS algo-
rithm outperforms the other algorithms in terms of the fairness
index achieved (i.e., 0.897). According to the definition of Jain’s
fairness index provided in Section 4, and the nature of operation
for the EUFS algorithm, we could notice that while increasing the
throughput of cell-edge users and decreasing the throughput of
cell-centric users simultaneously, the two throughputs seem to
be approaching their mean (i.e., the fair throughput). Therefore,
this makes EUFS algorithm maintain a longer term of fairness than
other methods.
5.5. Assessing the execution time

In the fifth experiment, we investigate the execution time
needed for each algorithm to make sure that the EUFS algorithm
fits our real-time application. Since the EUFS includes implement-
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ing the PF algorithm as a preliminary step as discussed in Section 3,
it consumes more time than PF algorithm. However, this increase
do not exceed 7.5% from total PF execution time.
6. Conclusion

The proposed algorithm has proven to achieve better perfor-
mance for cell-edge users compared to PF scheduler used in LTE. 
In addition, it has shown that the side effects on cell-centric users’ 
performance resulting from decreasing the RBs that they were sup-
posed to take in PF technique are limited. A performance compar-
ison with the leading scheduling methodology in LTE has been 
quantitatively evaluated for featured and non-featured users. Per-
formed experiments have been shown that the best trade-off is to 
assign probabilities to PF candidates from 80% to 90% so as to mul-
tiply the average throughput for beneficial users approximately 
about 150%. Consequently, this will reduce the average throughput 
for non-beneficial users to only about 10%. Our algorithm could 
further take advantage of COMP and joint scheduling techniques 
to increase the overall system performance among all users.
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The short-circuit current calculation is of vital importance for the power system. With a high propor-
tion of new energy sources, the setting of relay protection and the selection of electrical equipment
have been severely degraded. An accurate short-circuit current calculation model of new energy source
is necessary for the short-circuit calculation of power grid with new energy sources. However, due to
the DFIG’s control system is a "black box", and an accurate fault characteristics and short-circuit current
calculation models of DFIG is difficult to obtained. Currently, for the fault current of the DFIG, lots of
research works is carried out under symmetrical fault or the crowbar protection is activated condition.
However, under crowbar protection is not activated and unsymmetrical fault condition, there are no
unified short-circuit calculation models of DFIG. In this paper, the transient process of DFIG under
those condition is analyzed, and mathematical expressions are derived. Moreover, the comprehensive
and unified short-circuit calculation models of DFIG have established under different low voltage ride
through control conditions. The influence of GSC and slip rate of DFIGs can be considered. The test
results show that the LVRT control strategies, the GSC and slip have an important influence on the
DFIG’s short-circuit calculation model. The quantitative research results are of important significance
for relay protection setting calculation, grid operation and control, and the selection of electrical
equipment of power grid with DFIGs.

odel of the DFIG considering coordinated control strategy of grid 
nd rotor-side converters
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. Introduction

In power systems, an short-circuit current calculation is of
ital importance for the power system, it is very important for the
etting calculation of relay protection, the selection of electrical
quipment and operation control of the power grid. In the tradi-
ional power system, the short-circuit current of a synchronous
enerator is generally more than 3 times the rated value. In
rder to retain a certain margin, the protection setting value or
quipment selection value is generally taken as 1.1∼1.3 times the
ctual value. However, for a new energy source, the short-circuit
urrent of a new energy source(the crowbar is not activated) is
enerally less than or equal to 1.3 times of the rated current.
t present, as large-scale new energy sources are connected to
he power grid, the power system has become a high-proportion
ew energy power system, it means that the traditional setting
ethods of relay protection and traditional selection methods
f equipment are not applicable. In China, the mis-operation of
elay protection system occurs many times in real power grid
ue to the inaccurate short-circuit model of DFIG. Therefore,
Model of the DFIG Considering... 175
the accurate short-circuit calculation model of new energy is
necessary for the short-circuit calculation of power grid with new
energy sources.

For double-fed induction generator (DFIG), the DFIG into the
grid has increased steadily in recent years, the grid codes re-
quire wind power generators to not be tripped from the grid
but stay connected during fault conditions (Jauch et al., 2005).
hus, wind turbines must have the capability of low voltage
ide through (LVRT) (National Grid Plc, 2008; Transmission code,
2007; Technical Rule, 2011). The operation characteristics of a
DFIG under the LVRT condition have a large influence on the
fault characteristics of current (Howard et al., 2012a). The con-
ventional voltage behind the reactance model typically used for
short-circuit calculations is inappropriate for DFIGs. However,
because of the trade secrets of the DFIG equipment manufacturer,
the DFIG’s control system is a ‘‘black box’’, and it is difficult
to obtain accurate fault characteristics and short-circuit current
calculation models of DFIG. The results of equipment selection
and relay protection setting will be seriously affected. Especially,
with the increased capacity of DFIG in power grid, this problem
is becoming more and more serious in a high-proportion new
energy source of power grid, even a 100% new energy source of
power grid.
A. Panda et al.
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For the fault current characteristics of the DFIG, under sym-
etrical fault condition or the crowbar protection is activated
ondition, lots of research works have been carried out (Morren,
007; Howard et al., 2012b; SnehapravaSwain and KumarRay,
017; Sulla et al., 2011; Kong et al., 2014; Ouyang and Xiong,

2014). In Morren (2007), Howard et al. (2012b), SnehapravaSwain
and KumarRay (2017) and Sulla et al. (2011), the fault charac-
teristics and fault equivalent model of DFIG have been studied
under crowbar protection is activated condition. In Kong et al.
(2014), Ouyang and Xiong (2014) and Chang et al. (2018a), the
fault current characteristics of the DFIG have been studied under
crowbar protection is not activated and symmetrical fault condi-
tion. In Howard et al. (2015), the short-circuit modeling of DFIGs
has been proposed under crowbar protection is not activated
and symmetrical fault condition. In Chang et al. (2018b), The
hort-circuit current characteristics of DFIG before the crowbar
rotection is activated and the crowbar protection is activated
re analyzed. For enhanced operation, the control strategy for
uppressing negative sequence current is adopted in unbalanced
FIG conditions (Erlich et al., 2013). Nevertheless, the proposed
ontrol targets are only applied to the RSC, and the coordinated
ontrol scheme of GSCs and RSCs are not discussed in Chang
t al. (2018b) and Erlich et al. (2013). However, under crowbar
rotection is not activated and unsymmetrical fault condition, the
esearch results are based on simulation analysis and there are no
nalytical expressions of the fault current of DFIG. Moreover, the
nfluence of different control strategies, GSC and slip rate of DFIGs
re not considered, and they have a great influence on the fault
urrent of DFIG under asymmetrical fault and crowbar protection
s not activated condition. Hence, further research works on the
nified short-circuit current calculation model of DFIG should be
onducted.
In this paper, the coordinated control strategies for the RSC

nd the GSC under unbalanced fault conditions are discussed
n Section 2. Then, the corresponding calculation models of the
tator and fault currents of the GSC are presented in Section 3. On
his basis, the comprehensive and unified short-circuit calculation
odels of DFIG have established under different low voltage ride

hrough control conditions. Finally, the analytical results have
een validated by simulation system with PSCAD/EMTDC and a
eal test system in Section 4.

. Coordinated control strategy of DFIG

DFIG is a wound rotor induction generator that is excited by
he back-to-back converters, as shown in Fig. 1. The converters
re often referred to as RSC and GSC. As shown in Fig. 1, the fault
urrent of DFIG includes the stator current and the fault current
f the GSC.
Under fault condition, to provide sufficient reactive current

hat meets the requirements of the grid code (Technical Rule,
011), the reactive current reference signal during grid fault and
enoted by IT should be

T =

{
0 λ > 0.9

1.5 · (0.9 − λ) 0.2 ≤ λ ≤ 0.9
(1)

here all parameters are given in per unit system, and λ repre-
ents the magnitude of the positive-sequence grid voltage after a
ault occurs.

Moreover, under unsymmetrical fault conditions, the incoming
ower from the wind and the power flowing into the grid are
mbalanced instantaneously, resulting in negative-sequence cur-
ents in the stator circuits. The negative-sequence stator currents
ill result in unbalanced heating on the three-phase stator wind-

ng. Hence, the service life of the stator winding will be seriously
Model of the DFIG Considering... 176
nfluenced. Moreover, under unsymmetrical fault conditions, a
econd harmonic component exists in the electromagnetic torque
nd output active power of the stator winding, which will result
n unreasonable mechanical stress on the turbine system and
he fluctuation of the active power in the DFIG. Hence, various
ontrol strategies are available, or the DFIG is under balanced
nd unbalanced grid voltage conditions (Chang et al., 2018b;
rlich et al., 2013). On this basis, the comprehensive coordinated
ontrol targets of the GSC and the RSC under unsymmetrical fault
onditions can be obtained. Target A: Balanced stator current
nd balanced output current of the DFIG. Target B: Eliminate the
ipple in the output active power of the stator winding and the
ctive power of the DFIG. Target C: Eliminate the ripple in the
lectromagnetic torque and the reactive power of the DFIG.
The DFIG model is commonly known as the ‘‘Park model’’

n Leonhard (1995), and the GSC model in the positive (dq)+
nd negative (dq)− synchronous rotating reference frames is dis-
ussed in Raghavendran et al. (2020).

. Short-circuit calculation model of DFIG considering coordi-
ated control of RSC and GSC

To analyze the fault current characteristics of the DFIG un-
er the coordinated control for the RSC and GSC conditions,
he corresponding short-circuit calculation models of the stator
urrent and the GSC are established according to the different
oordinated control targets.

.1. Short-circuit calculation model of stator current

.1.1. Calculation model of stator current under the condition of
alanced stator current
Under fault conditions, according to the requirements of reac-

ive power support for a DFIG, the q-axis components of the sta-
or current can be expressed as follows:
+

sq = −1.5 · (0.9 − u+

sd) (2)

Under asymmetric fault conditions, the negative-sequence
urrent must be eliminated to ensure balanced heating on the
hree-phase stator winding. Then, i−sd− = i−sq− = 0.

Moreover, the stator resistance is extremely small that it can
e ignored. In addition, under stable operating condition, pψ+

sd+ =

ψ+

sq+ = pψ−

sd− = pψ−

sq− = 0. Consequently, the stator flux
inkages of the DFIG in the (dq)+ and (dq)− reference frames can
e obtained as follows:⎧⎪⎪⎨⎪⎪⎩

ψ+

sd+ = 0
ψ+

sq+ = −u+

sd+/ω1

ψ−

sd− = 0
ψ−

sq− = u−

sd−/ω1.

(3)

Then, the active and reactive powers provided by the stator of
he DFIG can be expressed as follows:{
Ps0 = Lm/Ls · (u+

sd+i
+

rd+ + u−

sd−i
−

rd−)

Qs0 = u+

sd+i
+

sq+ + u−

sd−i
−

sq−.
(4)

here, the i+rd+, i
+

rq+, i
−

rd− and i−rq− are the rotor current in the (dq)+
nd (dq)− reference frames, respectively.
By substituting (2), (3), (4), and i−sd− = i−sq− = 0 into the

lectromagnetic equation, the reference signals of the rotor cur-
ent in the (dq)+ and (dq)− reference frames can be obtained as
ollows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
i+∗

rd+ = (Ps0Ls) /
(
u+

sd+Lm
)

i+∗

rq+ = −u+

sd+/ (ω1Lm)− 1.5 ×
(
0.9 − u+

sd+

)
· Ls/Lm

i−∗

rd− = ψ−

sd−/Lm = 0
−∗ − −

(5)
irq− = ψsq−/Lm = usd−/ (ω1Lm).

A. Panda et al.
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Fig. 1. Control diagram of DFIG under unbalanced grid voltage conditions.
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Fig. 2. Simplified block diagram of d-axis component in inner rotor current
control loop.

In addition, the maximum output current of the RSC is Irset.
Therefore, the reference signals of the rotor current will be mod-
ified if the real rotor current is higher than the maximum output
current. Under this condition, the q-axis components of the ro-
tor current in the (dq)+ reference frames can be obtained as
follows:

i+∗

rd+ =

√
I2rset − i−∗ 2

rd− − i+∗ 2
rq+ − i−∗ 2

rq− (6)

Taking the control diagram of the d-axis as an example, the
simplified block diagram of the rotor current control loop of the
RSC is shown in Fig. 2, where GPI1(s) is the transfer function of
he PI controller.

Fig. 2 shows that the open-loop transfer function of the control
system without time delay can be presented as

GPI(s)Gr (s)N(s) = (kirp+ +
kiri+ )(

1
)(

s2 + ω2
n

2 2 ) (7)

s Rr + sσ Lr s + 2εωns + ωn
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As shown in Fig. 2, the d-axis component of the rotor current in
the (dq)+ reference frame is

i+rd+(s) = G+

ird1+(s)i
+∗

rd+(s) − G+

ird2+(s)pψ
+

sd+(s) (8)

where:

G+

ird1+(s) =
GPI1(s)N(s)

Rr + sσ Lr + GPI1(s)N(s)
(9)

and:

G+

ird2+(s) =
N(s)

Rr + sσLr + GPI1(s)N(s)
(10)

In (9), the range of the imaginary part for the dominant pole
s between 610 and 640. Thus, the response component of the
ominant poles of the system will be limited by the notch filters.
ence, G+

ird1+(s) ≈ 1.
Correspondingly, the bode diagram of G+

ird2+(s) is shown in
ig. 3. It can be seen form Fig. 3, the maximum gain of the closed-
oop transfer function to the disturbance component at ω = ω1
s nearly −55 dB. Hence, i+rd+2 is approximately equal to 0.

Hence, during the fault transient period, the rotor currents in
he (dq)+ reference frame are{
i+rd+ ≈ i+∗

rd+

i+rq+ ≈ i+∗

rq+.
(11)

onsequently, for Target A, the stator currents in the (dq)+ refer-
nce frame can be derived as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
i+sd+ = −

Lm
Ls

min
[
(Ps0Ls) /

(
u+

sd+Lm
)
,

√
I2rset − i+∗ 2

rq+ − i−∗ 2
rq−

]
i+sq+ = 1.5 ×

(
0.9 − u+

sd+

)
i−sd− = 0
−

(12)
isq− = 0.

A. Panda et al.
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Fig. 3. Bode diagram of the harmonic component in p∆ϕsd .
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.1.2. Calculation model of stator current under condition to elimi-
ate the 2ω1 ripple in the output active power
Under unsymmetrical fault conditions, a second harmonic

omponent exists in the stator active power.⎧⎪⎪⎨⎪⎪⎩
Ps0 = Lm/Ls · (u+

sd+i
+

rd+ + u−

sd−i
−

rd−)

Ps sin 2 = −
2u+

sd+u
−

sd−

ω1Ls
+ Lm/Ls · (−u−

sd−i
+

rq+ + u+

sd+i
−

rq−)

Ps cos 2 = Lm/Ls · (u−

sd−i
+

rd+ + u+

sd+i
−

rd−)

(13)

The 2ω1 ripple in the output active power of the stator wind-
ing can be eliminated as follows:

Ps sin 2 = Ps cos 2 = 0. (14)

Accordingly, the reference signals of the rotor current can be
obtained as follows:⎧⎨⎩i+∗

rd+ =
(
Lsu+

sd+Ps0
)
/
[
Lm(u+2

sd+ − u−2
sd−)

]
i−∗

rd− = −u−

sd−/u
+

sd+ · i+∗

rd+
i−∗

rq− = 2u−

sd−/ (ω1Lm)+ u−

sd−/u
+

sd+ · i+∗

rq+.

(15)

To meet the reactive requirements of the grid code, the output
eactive power of the stator winding can be obtained as

s0 = u+

sd+i
+

sq+ + u−

sd−i
−

sq− = 1.5 ×
(
0.9 − u+

sd+

)
u+

sd+. (16)

Accordingly, the q-axis components of the stator current can
be expressed as follows:

i+sq+ =
[
1.5 ×

(
0.9 − u+

sd+

)
u+2
sd+

]
/
(
u+2
sd+ − u−2

sd−

)
. (17)

Consequently, the q-axis components of the rotor current can
be obtained as

i+∗

rq+ = −
u+

sd+

ω1Lm
−

1.5Ls
(
0.9 − u+

sd+

)
u+2
sd+

Lm
(
u+2
sd+ − u−2

sd−

) . (18)

If
(
i+∗

rd+

)2
+

(
−u−

sd−/u
+

sd+ · i+∗

rd+

)2
+ i+∗2

rq+ + i−∗2
rq− ≥ I2rset, then the d-

axis components of the rotor current can be obtained as follows:

i+∗ ′

rd+ =
u+

sd+√
u+2

+ u−2

√
I2rset − i+∗ 2

rq+ − i−∗ 2
rq− . (19)
sd+ sd−
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Consequently, if Target B is applied in the DFIG, then the dc
component of the stator currents can be derived as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

i+sd+ = −
Lm
Ls

min

⎛⎝ u+

sd+Ps0
u+2
sd+ − u−2

sd−

,

u+

sd+√
u+2
sd+ + u−2

sd−

√
I2rset − i+∗ 2

rq+ − i−∗ 2
rq−

⎞⎠
i+sq+ =

[
1.5 ×

(
0.9 − u+

sd+

)
u+2
sd+

]
/
(
u+2
sd+ − u−2

sd−

)
i−sd− = −

u−

sd−

u+

sd+
i+sd+i

−

sq− =
u−

sd−

u+

sd+
i+sq+.

(20)

.1.3. Calculation model of stator current under condition to elimi-
ate the 2ω1 ripple in the electromagnetic torque
Under unsymmetrical fault conditions, the second harmonic

nd fundamental frequency components of the electromagnetic
orque can be expressed as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Pe0 =

Lmωr

Lsω1
(u+

sd+i
+

rd+ − u−

sd−i
−

rd−)

Pe sin 2 =
Lmωr

Lsω1
(u−

sd−i
+

rq+ + u+

sd+i
−

rq−)

Pe cos 2 =
Lmωr

Lsω1
(−u−

sd−i
+

rd+ + u+

sd+i
−

rd−)

. (21)

The 2ω1 ripple in the output active power of the stator wind-
ng can be eliminated as follows:

e sin 2 = Pe cos 2 = 0. (22)

Accordingly, the reference signals of the rotor current can be
btained as⎧⎨⎩i+∗

rd+ =
(
Lsu+

sd+Ps0
)
/
[
Lm(u+2

sd+ + u−2
sd−)

]
i−∗

rd− = u−

sd−/u
+

sd+ · i+∗

rd+
i−∗

rq− = −u−

sd−/u
+

sd+ · i+∗

rq+.

(23)

To meet the reactive requirements of the grid code, the q-axis
omponents of the stator current can be expressed as follows:
+

sq+ =
[
1.5 ×

(
0.9 − u+

sd+

)
u+2
sd+

]
/
(
u+2
sd+ + u−2

sd−

)
. (24)

Consequently, the q-axis components of the rotor current in
he (dq)+ reference frames can be obtained as follows:

+∗

rq+ = −
u+

sd+
−

1.5Ls
(
0.9 − u+

sd+

)
u+2
sd+(

+2 −2 ) . (25)

ω1Lm Lm usd+ + usd−

A. Panda et al.
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If
(
i+∗

rd+

)2
+

(
−u−

sd−/u
+

sd+ · i+∗

rd+

)2
+ i+∗2

rq+ + i−∗2
rq− ≥ I2rset, then the

-axis components of the rotor current in the (dq)+ reference
rames can be obtained as follows:

+∗ ′

rd+ =
u+

sd+√
u+2
sd+ + u−2

sd−

√
I2rset − i+∗ 2

rq+ − i−∗ 2
rq− . (26)

Then, if Target C is applied in the DFIG, the dc component of
he stator currents can be derived as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

i+sd+ = −
Lm
Ls

min

⎛⎝ u+

sd+Ps0
u+2
sd+ + u−2

sd−

,

u+

sd+√
u+2
sd+ + u−2

sd−

√
I2rset − i+∗ 2

rq+ − i−∗ 2
rq−

⎞⎠
i+sq+ =

1.5 ×
(
0.9 − u+

sd+

)
u+2
sd+

u+2
sd+ + u−2

sd−

i−sd− =
u−

sd−

u+

sd+
i+sd+i

−

sq− = −
u−

sd−

u+

sd+
i+sq+.

(27)

.2. Short-circuit calculation model of the output current of GSC

.2.1. Calculation model of the GSC under condition of the balanced
tator current

Under unsymmetrical fault conditions, the negative-sequence
omponents of the GSC must be eliminated. Then, i−∗

gd− = i−∗

gq− = 0.
The output active power form the GSC to the power grid is Pg0 =

−u+

gd+i
+

gd+ − u−

gd−i
−

gd−. Hence, the reference signals of the d-axis
components on the GSC can be obtained as follows:

i+∗

gd+ = −Pg0/u+

gd+. (28)

Under the stable operating condition, the DC bus voltage is
constant. Then, pudc = 0. Hence, the output active power of the
RSC is equal to that of the GSC according to (6).

Pg0 = Pr0 = Pe0 − Ps0 (29)

Then,

Pg0 = −
ωslip+Lm

Ls
u+

sd+i
+

rd+ +
ωslip−Lm

Ls
u−

sd−i
−

rd−. (30)

The voltage equations of the rotor winding can be obtained as
ollows:{
u+

rd+ = −ωslip+(Lmi+sq+ + Lsi+rq+)

u−

rd− = −ωslip−(Lmi−sq− + Lsi−rq−)
. (31)

Accordingly, if Target A is applied in the GSC, the DC compo-
nent of the GSC can be derived as

i+gd+ = −Pg0/u+

gd+, i
+

gq+ = 0, i−gd− = 0, i−gq_ = 0 . (32)

Given that the capacity of the RSC is equal to that of the GSC,
the corresponding current-limiting scheme of the GSC cannot be
considered.

3.2.2. Calculation model of the GSC under condition to eliminate the
2ω1 ripple in the output active power

Under unsymmetrical fault conditions, the second harmonic
and fundamental frequency components of the output active
power can be expressed as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Pg0 = −u+

gd+i
+

gd+ − u−

gd−i
−

gd−

Qg0 = u+

gd+i
+

gq+ + u−

gd−i
−

gd−

Pg sin 2 = u−

gd−i
+

gq+ − u+

gd+i
−

gq−

− + + −

(33)
Pg cos 2 = −ugd−igd+ − ugd+igd−
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The 2ω1 ripple in the output active power of the GSC can be
eliminated as follows:

Pg sin 2 = Pg cos 2 = 0 (34)

Hence, under unsymmetrical fault conditions, the dc compo-
nent of the GSC can be derived as{
i+gd+ = −

(
u+

gd+Pg0
)
/
(
u+2
gd+ − u−2

gd−

)
i+gq+ = 0

i−gd− =
(
u−

gd−Pg0
)
/
(
u+2
gd+ − u−2

gd−

)
i−gq− = 0

(35)

3.2.3. Calculation model of the GSC under condition to eliminate the
2ω1 ripple in the reactive power of the DFIG

Under unsymmetrical fault conditions, the second harmonic
component of the reactive power of the DFIG can be expressed
as{
Qs sin 2 = Lm/Ls · −u−

sd−i
+

rd+ + u+

sd+i
−

rd−

Qs cos 2 = −Lm/Ls · u−

sd−i
+

rq+ + u+

sd+i
−

rq−

(36)

If Target C is applied in the DFIG, then (26) shows that the 2ω1
ipple has been eliminated not only in the electromagnetic torque
f the DFIG but also in the output reactive power of the stator
inding. Then, the second harmonic and fundamental frequency
omponents of the reactive power in the GSC can be expressed
s⎧⎪⎪⎨⎪⎪⎩
Qg0 = u+

gd+i
+

gq+ + u−

gd−i
−

gd−

Qg sin 2 = u−

gd−i
+

gd+ − u+

gd+i
−

gd−

Qg cos 2 = u−

gd−i
+

gq+ + u+

gd+i
−

gq−

(37)

Assume that the second harmonic components of the reactive
ower in the GSC are equal to zero, Qg sin 2 = Qg cos 2 = 0. Hence,
he dc component of the GSC in the (dq)+ and (dq)− reference
rames can be derived as{
i+gd+ = −

(
u+

gd+Pg0
)
/
(
u+2
gd+ + u−2

gd−

)
, i+gq+ = 0

i−gd− = −
(
u−

gd−Pg0
)
/
(
u+2
gd+ + u−2

gd−

)
, i−gq− = 0

(38)

.3. Short-circuit calculation model of DFIG

The positive-sequence component of the output current of
he DFIG can be represented as a controlled positive-sequence
urrent source, İDFIG(1) = fDFIG(1)

(
V̇DFIG(1), V̇DFIG(2)

)
. The amplitude

nd angle of the controlled positive-sequence current source can
e expressed as{
IDFIG(1) =

√(
−i+sd+ − i+gd+

)2
+

(
−i+sq+

)2
δi(1) = arctan

[
−i+sq+/

(
−i+sd+−i+gd+

)]
+ δv(1)

(39)

where δv(1) is the phase angle of the positive-sequence terminal
voltage vector.

Likewise, the negative-sequence component of the output cur-
rent of the DFIG can be represented as a controlled negative-
sequence current source, İDFIG(2) = fDFIG(2)

(
V̇DFIG(1), V̇DFIG(2)

)
. The

amplitude and angle of the controlled negative-sequence current
source can be expressed as{
IDFIG(2) =

√(
−i−sd−−i−gd−

)2
+

(
−i−sq−

)2
δi(2) = arctan

[
−i−sq−/

(
−i−sd−−i−gd−

)]
+ δv(2)

(40)

where δv(2) is the phase angle of the negative-sequence terminal
voltage vector.

On this basis, the steady-state equivalent circuits of the DFIG
in positive- and negative-sequence networks are shown in Fig. 4.
A. Panda et al.
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Fig. 4. Equivalent fault circuit of DFIG.

Fig. 5. Test system with DFIG.

. Simulation study

To validate the short-circuit calculation model of the DFIG, a
imulation model of the test system with a DFIG was constructed
ith PSCAD/EMTDC, as shown in Fig. 5. From the figure, the
ransmission lines are of the same type, and the line parameters
re r(1) = r(2) = 0.17 �/km, x(1) = x(2) = 0.394 �/km, r(0) = 0.19
/km, and x(0) = 0.43 �/km. The total lengths of L1, L2, and

L3 are 2, 3, and 0.2 km, respectively. The rated capacity of T1
is 2/2 MVA, the turn ratio is 0.69 kV/36.7 5 kV, the winding
type is/D, and the leakage reactance is 0.0622 p.u. The equivalent
impedance of LD is 120+ j 39.11 �. The parameters of the 1.5-
MW-rated DFIG are as follows: Usn = 690 V, fn = 50 Hz,
Ls = Lr = 2.3192 p.u., Lm = 2.1767 p.u, Rs = 0.00756 p.u.,
Rr = 0.00533 p.u., ωc = 7ω1, p = 2, and nmax = 1800 r/min.

4.1. Three-phase fault

When a three-phase fault occurs at f, the calculated and mea-
sured values of the fault currents of the DFIG with GSC and the
calculated values of the fault currents of the DFIG without GSC
for different control targets are compared, as shown in Table 1.

Table 1 shows that the measured values of the output fault
current of the DFIG with GSC are approximately equal to the
Model of the DFIG Considering... 180
Table 1
Fault current on condition that 3-phase fault occurs at f, DFIG is fully loaded 
before the fault occurs.

Target A Target B Target C

IDFIG(1) IDFIG(1) IDFIG(1)

Measured values (with GSC) 1.08̸ −5.7◦ 1.08̸ − 5.5◦ 1.07̸ − 5.2◦

Calculated values (with GSC) 1.05̸ − 4.6◦ 1.05̸ −4.6◦ 1.05̸ −4.6◦

Calculated values (without GSC) 1.24̸ −1.5◦ 1.24̸ −1.5◦ 1.24̸ −1.5◦

calculated values. It can been seen from Table 1 that, with and
without considering GSC, the maximum amplitude error of pos-
itive sequence current of DFIG’s short-circuit current calculation
model is 25.1%, and the angle error is 4.2◦. Hence, the influence of
the GSC on the fault current of the DFIG cannot be ignored. More-
over, under different LVRT strategies conditions, the differences
between the simulation and theoretical analysis results of the
DFIG’s fault current are small. Therefore, under symmetrical fault
conditions, the fault current of DFIG is not necessary to consider
the influence of different LVRT control strategies.

4.2. Unbalanced fault

For asymmetrical fault conditions, the transient character-
istics are verified. Among them, a Phase-C ground fault that
occurs at f is used for the simulation example. Fig. 6 illustrates
the amplitude of the positive- and negative-sequence fundamen-
tal frequency components of the stator currents (AMPIsa1pp and
AMPIsa1nn), the phase angle of the positive-sequence fundamental
frequency component (PHIsa1pp), and the dampened DC compo-
nent (AMPIsa dc). The figure shows that the amplitude and phase
angle of the positive-sequence fundamental frequency compo-
nents in the stator currents are related to the corresponding con-
trol target of the DFIG and the amplitude of the positive-sequence
stator voltage component. Similarly, the negative-sequence cur-
rent has the same characteristics.

A Phase-B-to-Phase-C fault that occurs at f is used for the
simulation example to analyze the steady-state characteristic of
the short-circuit current. The output fault currents of the DFIG are
studied at various fault conditions, including different fault types
and fault points. Under this fault condition, the calculated and
measured values of the fault currents of the DFIG with GSC and
the calculated values of the fault currents of the DFIG without GSC
for different control targets are compared, as shown in Table 2.

Table 2 indicates that the measured values of the output
fault currents of the DFIG with GSC under asymmetrical fault
conditions are approximately equal to the calculated values. It
means that the proposed short-circuit calculation model of the
DFIG is valid.

Moreover, it can been seen from Table 2 that, with and without
considering different LVRT control strategies, the maximum am-
plitude error of positive sequence current of DFIG’s short-circuit
current calculation model is 40.2%, and the angle error is 6.7◦.
Especially, the negative sequence short-circuit current of DFIG
is zero if Target A is applied in the DFIG, and the maximum
amplitude of the negative sequence short-circuit current in the
DFIG is 0.31 if Target B or Target C is applied in the DFIG. It means
that the influence of LVRT control strategies on the DFIG’s fault
current cannot be ignored.

In addition, under the same LVRT control strategy condition,
the maximum amplitude error of positive sequence current of
DFIG’s short-circuit current calculation model is 35.8%, and the
angle error is 4.7◦, and the maximum amplitude error of negative
sequence current of DFIG’s short-circuit current calculation model
is 56.5%, and the angle error is 5.5◦. It also means that the
influence of the GSC on the fault currents of the DFIG cannot be
ignored.
A. Panda et al.
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Fig. 6. The A phase current under condition of a Phase-C ground fault.
able 2
ault current on condition that BC-phase fault occurs at f, DFIG is fully loaded before the fault occurs.

Target A Target B Target C

IDFIG(1) IDFIG(2) IDFIG(1) IDFIG(2) IDFIG(1) IDFIG(2)

Measured values (with GSC) 1.08 ̸ 12.1◦ 0.00̸ – 1.15̸ 14.5◦ 0.27̸ 149.3◦ 0.92̸ 9.1◦ 0.23̸ −0.2◦

Calculated values (with GSC) 1.04 ̸ 13.6◦ 0.00̸ – 1.12̸ 15.4◦ 0.28̸ 151.8◦ 0.90̸ 10.3◦ 0.22̸ −9.3◦

Calculated values (without GSC) 1.29 ̸ 15.8◦ 0.00̸ – 1.25̸ 17.5◦ 0.31̸ 157.15◦ 1.25̸ 13.8◦ 0.31̸ −5.7◦
Table 3
Fault current when 3-phase fault occurs at f, DFIG under different rotor speeds.
ωr /pu. IS/kA IGSC/kA IDFIG/kA

Measured values Calculated values Measured values Calculated values Measured values Calculated values

0.7 −1.25̸ 7.4◦
−1.24̸ 7.6◦ 0.46̸ 31.8◦ 0.45̸ 31.0◦ 0.84̸ -5.1◦ 0.84̸ −4.8◦

0.9 −1.24̸ 7.1◦
−1.24̸ 7.6◦ 0.16̸ 31.2◦ 0.15̸ 31.0◦ 1.11̸ 4.5◦ 1.10̸ 4.4◦

1.1 −1.24̸ 7.3◦
−1.24̸ 7.6◦

−0.14̸ 30.8◦
−0.15̸ 31.0◦ 1.36̸ 10.4◦ 1.38̸ 10.1◦

1.3 −1.24̸ 7.7◦
−1.24̸ 7.6◦

−0.45̸ 31.5◦
−0.45̸ 31.0◦ 1.66̸ 14.5◦ 1.67̸ 14.8◦
4.3. Slip speed

As shown in (25) and (26), the output currents of the GSC are
nfluenced by the slip speed. Moreover, the rotor speed should
e within a range of 70%–130% of the synchronous speed (i.e., 1
.u.) (Xie et al., 2013). Taking control Target B as example, the
nfluence of the slip speed on the fault currents of the DFIG under
ymmetric and asymmetric fault conditions are shown in Tables 3
nd 4, respectively. In Table 4, MV and CV represent the measured
nd calculated values, respectively. With and without considering
slip, it can be seen from Tables 3 and 4 that the maximum
mplitude error of positive sequence current of DFIG’s short-
ircuit current calculation model is 110%, and the angle error is
.6◦, and the maximum amplitude error of negative sequence
urrent of DFIG’s short-circuit current calculation model is 117%,
nd the angle error is 6.2◦. Therefore, it can be seen form the test
esults that the slip have an important influence on the DFIG’s
hort-circuit calculation model. It also means that the influence
f the slip on the fault currents of the DFIG cannot be ignored.
Moreover, Tables 3 and 4 show that the output current of the

GSC is influenced by the slip. Then, the output current of the DFIG
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is influenced. WhenWr<W1 in Table 3, the output current of the
DFIG is smaller than that of the stator current. When Wr > W1,
the output current of the DFIG is greater than that of the stator
current. Therefore, the influence of the slip on the output current
of the GSC also cannot be ignored.

In addition, it can be seen from Tables 3 and 4 that the error of
the output current between the simulated and theoretical values
is less than 4%. Therefore, the proposed short-circuit current cal-
culation models of DFIG is valid. Based on this, the comparisons
between traditional research and proposed method are shown in
Table 5.

Compared with traditional methods, it can be seen from
Table 5 that the transient process of DFIG under asymmetric
faults and crowbar protection is not activated condition is ana-
lyzed, and mathematical expressions are derived. Moreover, the
comprehensive and unified short-circuit calculation models of
DFIG have established under different low voltage ride through
control conditions. The influence of GSC and slip rate of DFIGs is
also considered. This paper is of important significance for relay
protection setting calculation, grid operation and control, and the
selection of electrical equipment of power grid with DFIGs.
A. Panda et al.
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ωr /pu. IS /kA IGSC /kA IDFIG/kA

Pos.-Seq. comp. Neg.-Seq.comp. Pos.-Seq. comp. Neg.-Seq.comp. Pos.-Seq. comp. Neg.-Seq.comp.

MV CV MV CV MV CV MV CV MV CV MV CV

0.7 1.24 ̸

−155.9◦

1.25̸

−155.7◦

0.31̸

157.9◦

0.31̸

158.1◦

0.54̸

30.2◦

0.55̸

31.0◦

0.13̸

−29.1◦

0.14̸

−28.6◦

0.71̸

19.5◦

0.70̸

19.1◦

0.17̸

−17.0◦

0.17̸

−16.7◦

0.9 1.25 ̸

−155.8◦

1.25̸

−155.7◦

0.30̸

157.6◦

0.31̸

158.1◦

0.31̸

31.5◦

0.30̸

31.0◦

0.07̸

−28.5◦

0.07̸

−28.6◦

0.96̸

22.1◦

0.96̸

22.3◦

0.22̸

−19.5◦

0.23̸

−19.9◦

1.1 1.25 ̸

−154.9◦

1.25̸

−155.7◦

0.31̸

158.3◦

0.31̸

158.1◦

0.04̸

−147.9◦

0.04̸

−149.0◦

0.01̸

150.7◦

0.01̸

151.4◦

1.30̸

24.7◦

1.29̸

24.5◦

0.33̸

−21.3◦

0.32̸

−21.7◦

1.3 1.24 ̸

−155.1◦

1.25̸

−155.7◦

0.31̸

158.0◦

0.31̸

158.1◦

0.22̸

−148.6◦

0.22̸

−149.0◦

0.04̸

152.1◦

0.05̸

151.4◦

1.46̸

26.1◦

1.47̸

25.3◦

0.37̸

−23.0◦

0.37̸

−22.9◦
Table 5
Comparison between traditional research and proposed method.

Traditional research Proposed method

Transient process Short-circuit current calculation model Transient process Short-circuit current calculation model

Symmetrical fault Considered Considered Be applicable Be applicable
Asymmetrical fault Not consider Not consider Considered Considered
Cowbar Considered Considered Not consider Not consider
GSC Not consider Not consider Considered Considered
Different LVRT strategies Not consider Not consider Considered Considered
Slip Not consider Not consider Considered Considered
Fig. 7. The experimental testbed of power grid with a DFIG.
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.4. Hardware experimental testbed

Moreover, in order to validate the analytical results presented
n this paper, a hardware experimental testbed of power grid
ith a DFIG has been established. The experimental testbed at the

aboratory is shown in Fig. 1. Based on the experimental testbed,
he influence of different low voltage ride-through strategies,
ifferent slip rates, and GSC for the fault current of the DFIG have
een tested. The experimental testbed is shown in Fig. 7.
In Fig. 7, the parameters of the 10-kVA rated DFIG are: Usn =

80 V, fn = 50 Hz, Rs = 0.078 p.u., Rr = 0.011 p.u.,Ls = Lr =

.378 p.u., UDC = 650 V, Kp = 0.6, Ki = 8, fPWM = 10 kHZ. For
he following test examples, the output active power of the DFIG
s 0.1 p.u. and the grid voltage is 1.0 p.u. before the fault occurs.
aking Phase-A fault at node f as example, the test results and the
heoretical values are compared. Under this fault condition, the
hase-A voltage dip down to 78%. Fig. 8 shows the test results of
hree-phase voltage for DFIG, the blue curve is phase-A voltage.

In Fig. 9, under phase-A grounding fault condition, the test
esults, theoretical values, the software results, and the software
esults without considered the slip and GSC (in Kong et al. (2014))
f DFIG’s phase-A current and phase-B current are compared The
ed curve represents the test result, the blue curve represents

he theoretical value, the sky blue curve represents the software o
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alue, and the green curve represents the software value, which
s not considered the GSC and the slip is different from other test
onditions.
As shown in Figs. 9 and 10, the differences between the test re-

ults, theoretical analysis results and the software results are very
mall. Notice that there are abrupt changes at the moment that
he fault occurs, which are impossible in practice. The reason for
his phenomenon is that some lagging elements are neglected for
implification during the theoretical analysis. Therefore, as Figs. 9
nd 10 show, the influence of the aforementioned simplification
s very small and it is within the allowable range. It means that
he effectiveness of the proposed fault current models of DFIG are
alidate.
Moreover, no matter at the moment of the fault or under the

ault steady condition, it also can been seen from Figs. 9 and 10
hat there are a big difference between the other values and the
oftware value, which is not considered the slip and GSC in Kong
t al. (2014). It means that the slip and the GSC of a DFIG cannot
e ignored, and the slip and the GSC have an important influence
n the short-circuit current of DFIG.

. Conclusions

An accurate short-circuit current calculation model of DFIG is

f vital importance for the setting calculation of relay protection,

A. Panda et al.
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Fig. 8. Three-phase voltage of DFIG under Phase-A grounding fault condition. . (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
Fig. 9. Phase-A current of DFIG under Phase-A grounding fault condition. . (For interpretation of the references to color in this figure legend, the reader is referred
o the web version of this article.)
Fig. 10. Phase-B current of DFIG under Phase-A grounding fault condition. 
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grid operation and control, and the selection of electrical equip
ment. Due to the DFIG’s control system is a ‘‘black box’’, the fau
current characteristics of the DFIG have been studied under crow
bar protection is activated or symmetrical fault condition, and it i
difficult to obtain accurate fault characteristics and short-circui
current calculation models of DFIG under crowbar protection i
not activated and unsymmetrical fault condition. In order to mee
the requirements of short-circuit calculation of power grid wit
DFIGs, the transient process of DFIG under asymmetric fault
and crowbar protection is not activated condition is analyzed
and mathematical expressions are derived. Moreover, the uni
fied short-circuit calculation models of DFIG have establishe
under different low voltage ride through control conditions. Th
influence of GSC and slip rate of DFIGs also have considered
The effectiveness of the proposed short-circuit calculation model
have been validated by the hardware experimental testbed an
EMTDC/PSCAD software. The analytical results shown that th
LVRT control strategies, the GSC and slip have an important in
fluence on the DFIG’s short-circuit calculation model. Them mus
be considered in the short-circuit calculation models of DFIG. Thi
paper is helpful for the relay protection setting calculation, gri
operation and control, and the selection of electrical equipmen
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n approach to estimate the frequency support from large-scale PV plants in a 
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a b s t r a c t

Photovoltaic systems, one of the major renewable energy systems (RESs), are getting integrated into
conventional power grids in large-scale, substituting synchronous generators. However, PV systems
lack inertia inherently and cannot provide any reserve power. Consequently, large-scale PV integrated
grid faces severe frequency instability problems following a synchronous generator tripping event. Al-
though various kinds of external storage systems are utilized to improve frequency response, they pose
substantial economic challenges for grid operators. Deloaded PV systems, on the other hand, can assist
in enhancing frequency stability without any external supporting mechanisms. In order to maintain
frequency stability with minimal expenditure, an accurate estimation of the deloading percentage of
PV systems is required. To this end, this paper proposes a novel methodology of estimating appropriate
deloading percentages for PV systems in terms of frequency response parameters, using multiple linear
regression analysis (MLRA). Simulations are conducted for different PV penetration levels on modified
IEEE 39 bus test system. Additionally, a thorough performance comparison of deloaded PV integrated
grid with both battery energy storage system (BESS) and synchronous condenser (SC) installed PV
integrated grid is conducted. The findings support the feasibility of our method, allowing for accurate
estimation and justifying the deployment of grid-connected deloaded PV systems. Deloaded PV systems
also outperform other supporting mechanisms in terms of performance. Moreover, they provide
insights on how the required deloading percentage decreases with increasing PV penetration. This
paper can be used as a guide for grid designers to ensure that PV systems are properly deloaded to
maintain frequency stability in large-scale PV integrated grids.
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1. Introduction

Renewable energy systems are being integrated into conven-
ional power grids in an increasing manner to implement clean
nergy targets by reducing global warming and greenhouse gas
mission associated with fossil-fuel based generation (Basit et al.,
020; Qazi et al., 2019; Nassar et al., 2019). According to a recent
inding (IRENA, 2020), total renewable power generation capacity
round the world has become more than twofold in last ten
ears. Following this trend, solar photovoltaic (PV) based systems
ave the second-largest generation growth among the various re-
ewable technologies. Specifically, PV power generation capacity
ncrease by 22% over the last few years (IEA, 2021). These PV
enerators include both small-scale (i.e., in distribution level) and
arge-scale (i.e., in transmission level) plants.
t
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Penetration of large-scale PV systems into power grids re-
places the conventional synchronous generators from the gener-
ation mix. These PV plants are connected to the grid via power
electronics interface that introduces several challenges regarding
stable operation of the network (Rajakumar and Anbukumar,
2018). These encompass frequency stability (Ayamolowo et al.,
2020), voltage stability (Petinrin and Shaabanb, 2016), small-
signal stability (Eftekharnejad et al., 2013) and power quality
issues (Bajaj and Singh, 2019). Among them, frequency stability is
one of the most crucial concerns that needs more focus for con-
ducting further research (Al-Shetwi and Sujod, 2018). Unlike syn-
chronous generators, PV generators usually do not provide inertia
(i.e., rotational energy) and headroom (i.e., frequency responsive
reserve) to aid the frequency response following a contingency
such as the tripping of a large generator. As a result, frequency
stability of a power grid may severely decline due to prolific
penetration of PV generators (Seneviratne and Ozansoy, 2016).
ajan et al. investigated a microgrid with high PV penetration and
ound adverse effect on frequency response after being subjected
o a disturbance (Rajan et al., 2021). In Bueno et al. (2016),
he authors used a typical transmission system with realistic
D. K. Nayak et al.
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loading situations and high PV integration levels to simulate
nd analyse transient and small-signal stability. The voltage and
requency conditions were thoroughly examined. However, no
emedy to the increasing frequency instability caused by high
V penetration has been presented in this work. Nevertheless, it
ives a proper insight how increased PV penetration can hamper

frequency stability.
To address the above issue, different mechanisms are usu-

lly adopted to preserve satisfactory frequency response in PV
ntegrated grids. For instance, Battery Energy Storage System
BESS) is a well-known device for improving frequency stability
ith instant active power injection after a large load-generation

imbalance (Zhang et al., 2018; Chen et al., 2020; Shaqsi et al.,
020; Jawad et al., 2020). In addition, deployment of synchronous

condenser (SC) (Arayamparambil Vinaya Mohanan et al., 2020),
supercapacitors (Rocabert et al., 2019), superconducting magnetic
nergy storage (Said et al., 2020) etc. are reported in the liter-

ature. In Hernández et al. (2018), the authors have presented a
detailed V2G (Vehicle to Grid) model with a hybrid energy storage
system (HESS). These V2G models provide ancillary service like
primary frequency control to the grid and act as a generator in
ase of emergency. Moreover, in Hernández et al. (2017), the au-
thors propose a model of a utility-scale photovoltaic unit (USPVU)
with an integrated HESS that is suited for transmission system
tability assessments. The fundamental purpose of this approach
was to provide primary frequency control and dynamic grid sup-
ort at the same time. Although the system’s performance has

improved as a result of the enhanced USPVU model integration, it
till has some shortcomings. The HESS system incorporates a BESS
nd a supercapacitor, which can put a serious financial strain on
rid operators.
Note that for the above approaches, external devices need

to be installed in the grid. Consequently, it increases the over-
ll operational and maintenance costs. Therefore, an alternative

mechanism has been developed that excludes the use of any
xternal devices. In this approach, a certain percentage of PV

generation is kept as reserve, i.e., not injected to the grid during
ormal operating condition. This reserve is utilized following a
ontingency to minimize the mismatch between load and gen-
eration. Eventually, a PV plant itself can participate in frequency
regulation by this strategy. Such an operational mode is known
s deloading of PV plants (Zarina et al., 2012).
A number of research works have been conducted on deloaded

PV system to improve frequency response (Zarina et al., 2012,
014; Xin et al., 2013; Yan et al., 2019; Rahmann and Castillo,

2014; Tavakkoli et al., 2018; Verma et al., 2021; Zarina and
ishra, 2016). For instance, Zarina et al. proposes an approach

o mitigate the frequency transients considering load changes
n a microgrid (Zarina et al., 2012). The same authors present
 controller for deloading of PV systems considering frequency
eviations in the grid and available reserve in PV plants (Zarina
t al., 2014). However, in both studies, a micro grid was selected
o conduct simulations. In addition, large-scale PV integration
ases were not thoroughly investigated. Furthermore, Xin et al.
ecommends two different modes for deloaded operation of PV
systems (Xin et al., 2013). These are frequency droop control
ode and emergency control mode to support frequency re-
ponse of the grid. Yan et al. utilizes an adaptive deloading
echnique with three controller loops, viz. droop controller, active
ower-voltage matching controller and vector controller (Yan
t al., 2019). These loops enable the possibility of adjusting the
utput power of PV for frequency regulation of the grid. Ra-

hamann and Castilo investigate the effects of deloaded PV plants
on an isolated power system of northern Chile (Rahmann and
Castillo, 2014). They found that this approach is a worthwhile
choice for retaining frequency stability during significant pene-
ration of large-scale PV power plants in a network. In addition,
An Approach to Estimate The Frequency... 186
Tavakkoli et al. observes that deloaded PV systems decrease the
overshoot and undershoot of frequency excursion as well as
improves settling time (Tavakkoli et al., 2018). Besides, the cost-
effectiveness of the deloaded PV systems compared to BESS is
investigated in the literature (Verma et al., 2021; Zarina and
Mishra, 2016).

Note that deloading of PV restricts a certain percentage of PV
generation to be dispatched during normal operating condition.
Therefore, plant owners may face financial consequences due
to this power wastage. If an excessive reserve is kept, it will
result in economic loss. In contrast, inadequate deloading may
fail to meet the frequency response adequacy after a contingency.
Therefore, it is extremely important to determine the appro-
priate percentage of deloading that serves dual purposes such
as attainment of satisfactory frequency response and averting
unnecessary reserve. It is evident from the literature review that
a significant amount of work is done on the deloading of PV
plants. However, the existing works do not explicitly suggest any
systematic approach to find the appropriate deloading percentage
of large-scale PV plants. Considering all the discussed literature,
the crucial research gaps can be identified as follows:

• Several ways for deloading PV systems are provided in cur-
rent studies (as stated above). However, no efficient method
for determining the proper deloading requirement for grid-
connected PV systems is presented in any of the studies.
In addition, when estimating the required deloading of PV
systems, no existing work takes the frequency response
characteristics into consideration.

• PV systems and other types of storage system integrated
grids have been thoroughly researched in the literature.
There are a few studies available that consider the concept
of deloaded PV. However, the majority of the existing re-
search focused on small to medium-scale PV integration in
mini or micro grids. As a result, further study is needed to
examine the influence of large-scale deloaded PV integration
into large power grids on system’s frequency stability.

• The cost effectiveness of deloaded PV in comparison to
BESS is comprehensively shown in the past studies. How-
ever, there is no comparison of performance between these
mechanisms in the literature.

• Furthermore, synchronous condensers are getting popular
as a tool for assisting large-scale renewable integrated grids.
Existing research, however, does not provide a thorough
comparison of SC and deloaded PV systems in terms of
frequency response.

Taking into account all of the aforementioned gaps, the goal of
this research is to provide a systematic technique based on fre-
quency response characteristics for determining the needed de-
loading percentage of PV systems in a power grid. The proposed
method is utilized to accurately estimate required deloading of
PV systems efficiently. In addition, the effect of large-scale PV
integration is explored while performance is compared to that of
other supporting mechanisms. The following is a summary of the
paper’s key contribution.

• A systematic approach is proposed to find the most appro-
priate deloading percentage for maintaining frequency sta-
bility following a large contingency. Two key indices of fre-
quency stability, viz. frequency nadir and Rate of Change of
Frequency (ROCOF) are taken into account in the proposed
method.

• Detailed investigations are carried out to find the required
deloading percentage under various PV penetration levels in

a renewable integrated grid.

D. K. Nayak et al.
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• The proposed approach is validated by comparing the fre-
quency response performances against two existing tech-
niques such as deployment of BESS and synchronous con-
densers.

The rest of the paper is organized as follows. Section 2 describes
he basic working mechanism of PV systems incorporated with
he deloading mechanism. In Section 3, our proposed methodol-
ogy is presented step by step with a relevant flowchart. Section 4
presents the details of the test system and simulation scenarios.
It also describes the simulated models, for various cases, with
measurements of goodness-of-fit for every constructed model.
Additionally, performance analysis and validation of constructed
models compared with both BESS and SC are conducted in Sec-
tion 5. Section 6 introduces some important discussions on the
applicability of the proposed method. Finally, a brief conclusion
of our findings and insights are discussed in Section 7.

. System modelling

In this section, the working mechanism of grid-connected
photovoltaic systems is described along with deloaded PV sys-
tem modelling. In this paper, DIgSILENT PowerFactory is used
to model all the grid elements and conducting dynamic simula-
tions (DIgSILENT, 2013).

2.1. Photovoltaic system working mechanism

PV system comprises photovoltaic modules that emulate the
working mechanism of a p–n junction. When it is exposed to
light, carriers are generated that create a current proportional to
the incident radiation. To increases current and voltage ratings,
PV modules are connected in series and parallel respectively (Ku-
mar and Singh, 2018). The output current of a PV array, IPV is
expressed by

IPV = npISC − npIs

(
e

qUDC
kTAns − 1

)
(1)

where np and ns represent the number of cells in parallel and
series respectively. Further, Is and ISC are the reverse saturation
urrent and short circuit current of a cell (in A) respectively, k is
he Boltzmann’s constant (1.3806503 × 1023 J/K), A is the ideality
actor, T is the temperature (in K), and UDC is the dc output
oltage (in V). ISC is dependent on temperature and irradiance,

G (in Wm−2) and represented by Eq. (2).

SC =
G × ISC(STC)

GSTC
[1 + TC1 (T − TSTC )] (2)

where TC1 is the temperature coefficient, and ISC(STC), GSTC , TSTC are
orresponding short circuit current, irradiance, and temperature
espectively in standard test conditions i.e., the temperature of
5 ◦C and irradiation of 1000 Wm−2 (Sidrach-de-Cardona and
ópez, 1999).
Conventionally, a PV system works using the Maximum Power

oint Tracking Algorithm (MPPT). According to this algorithm, the
V system gives highest possible power, PMPP at voltage UMPP for
specific temperature and irradiance. The voltage is a function
f UMPP0, a value defined by PV module manufacturer, irradiance
G), and temperature (T) and temperature correction factor (TC2)
s shown in Eq. (3).

MPP = UMPP0 ×
ln(G)

× [1 + TC2 (T − TSTC )] (3)

ln(GSTC )
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2.2. Deloaded PV system modelling

A PV system utilizing the MPPT algorithm always operates in
a way to extract the maximum available active power. Therefore,
no power reserve is kept when MPPT is followed. To allow a PV
system to preserve a certain amount of reserve, it is operated at
a higher voltage, Udeload instead of UMPP as shown in Fig. 1. As a
result, the PV system supplies lower power output, Pred compared
to PMPP . Eventually, it ensures a reserve Pdeload according to Eq. (4).

deload = PMPP − Pred (4)

Such kind of PV system providing reduced active power in
ormal operating condition is called a deloaded PV system (Zarina
t al., 2012). To utilize this additional power in the event of
requency disturbance, a signal proportional to frequency devi-
tion (∆f ) is added to the DC output voltage. It produces a new
perating voltage, UDCref , which is calculated by

DCref = UMPP + Udeload − Kg × ∆f (5)

where, Kg is the proportional gain constant. This approach is
called frequency droop control method (Shutang, 2020).

In case of frequency decline following a contingency, UDCref de-
creases. As a result, power output from the PV system increases.
In other words, a deloaded PV system is able to inject additional
active power support following a contingency. It eventually emu-
lates the governor response akin behaviour of a synchronous gen-
erator. It can increase power output instantly and can reach up
to PMPP , thus, providing additional active power support, Pdeload to
the connected grid when a frequency reduction event occurs. The
schematic diagram of the frequency droop control mechanism is
illustrated in Fig. 2.

3. Proposed methodology

This section presents a methodology to estimate the required
deloading percentage of installed PV systems in a power grid for
maintaining frequency stability. The methodology uses two per-
formance parameters associated with frequency response analy-
sis, frequency nadir and ROCOF. Here, the deloading percentages
of installed PV systems are varied for a major synchronous gen-
erator tripping event. A working relation between required addi-
tional PV support and the mentioned metrics is constructed from
the results. The constructed prediction models are also evaluated
in terms of R2, adjusted R2, and RMSE (Root mean square error).
This whole process is shown as a flowchart in Fig. 3 and steps
associated with the proposed methodology are presented below:
Step 1. Imposing initial deloading on PV systems: First, PV sys-
tems are assigned an initial deloading percentage, DLio and a
final deloading percentage, DLf in terms of total PV penetration.
Additionally, the percentage of total PV integration in the grid,
%PPV

total is calculated using Eq. (6).

%PPV
total =

PPV
total

Ptotal
× 100% (6)

where, PPV
total denotes total installed PV system’s output capacity

(in MW) and Ptotal represents total active power generation of the
grid (in MW).

As deloading percentage is varied in every distinct simulation,
a fixed incremental deloading percentage, DLin is considered. The
number of total steps in between initial and final deloading is
determined following Eq. (7).

n =
DLf − DLio

+ 1 (7)

DLin

D. K. Nayak et al.
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Fig. 1. Deloaded operation of a PV system.
Fig. 2. Frequency droop control for active power support from a deloaded PV system.
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tep 2. Execution of time-domain simulation: After fixing the
deloading amount on PV systems, the next step requires time-
domain simulation for a major synchronous generator outage
event. The tripping event will impose abrupt changes in system
frequency, thus causing severe frequency instability. For con-
ducting frequency response analysis, an accurate measurement
of the grid frequency is a requisite. As multiple synchronous
generators run simultaneously in the grid, there is a possibility of
small signal oscillations. This necessitates an equivalent system
frequency calculation. This equivalent system frequency, fequ is
determined using the following equation for a generator tripping
event (Athay et al., 1979).

fequ =

∑i=m
i=1 Hi × Si × fi∑i=m

i=1 Hi × Si
(8)

where, Hi, Si, fi represent the inertia constant (in s), rated appar-
nt power (in MVA), and frequency (in Hz) of the ith synchronous
enerator, respectively. Here, m represents the total number of
vailable synchronous generators after the tripping event.
tep 3. Calculation of frequency nadir and ROCOF: In assessing
requency stability of a power system, multiple performance met-
ics are mentioned in the literature. Among them, we consider
wo metrics, frequency nadir and ROCOF, to create a dataset
or conducting our deloading percentage estimation method.
requency nadir (fnadir ), indicates the lowest point in the fre-
uency response curve of a system following generation dis-
urbance event. It is calculated by taking the minimum value
f fequ from Eq. (8) after power disturbance occurs. ROCOF is
nother frequency response evaluation parameter indicating the
nitial degree of frequency decrease following a disturbance event
in Hz/s). This parameter is calculated by Eq. (9) (Athay et al.,
979).

OCOF =
df

=
1

×
Pdis × fo (9)
dt 2 IR y
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where, Pdis represents the tripped synchronous generator size
in MW), fo stands for the nominal frequency of the system, and
R denotes total system inertia (in MWs).
tep 4. Formation of dataset: After computation of frequency
adir and ROCOF, a dataset is formulated where the frequency
arameters are stored. The corresponding deloaded PV support
in MW), calculated from the assigned deloading percentage is
lso included in the dataset. Then deloading percentage is again
alculated using the following equation for the next simulation,

Li = DLio + (i − 1) × DLin for i = 2, 3, 4, . . . , n. (10)

teps 2 and 3 are repeated, and corresponding data for every
imulation is stored in the dataset until i equates the number of
otal steps, n. After that, the workflow proceeds to the next step.
tep 5. Construction of MLRA model: MLRA is a well-known
echnique in predicting a dependent variable from two or more
ndependent variables by fitting a linear equation to observed
ata. Assuming linear relation among the variables, an MLRA
odel is constructed in this stage. The independent variable
ere is the deloaded PV support (Pdeload). Furthermore, both the
requency nadir (fnadir ) and the ROCOF function as dependent
ariables. Eq. (11) represents the MLRA model whose regression
oefficients β0, β1, β2 are to be determined using the method of
east square.

deload = β0 + β1 × fnadir + β2 × ROCOF (11)

According to this method, minimization of the sum of squared
rror between observed and modelled response gives the best
stimation of unknown coefficients. Eq. (11) can be written in a
ore generalized format by,

= β + β x + β x (12)
0 1 1 2 2

D. K. Nayak et al.
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Fig. 3. Flowchart of the proposed methodology to estimate the deloading percentage of PV systems.
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From the dataset formed in step 4, with total n samples, the best 
fitting model’s sum of squared error can be described by,

E =

n∑
i=1

[yi − (β0 + β1x1 + β2x2)]2 (13)

It is necessary to achieve the best possible values for the regres-
sion coefficients β0, β1, and β2. To obtain this, first derivative of
Eq. (13) with respect to each coefficient must be zero. Therefore,
the conditions stated in Eqs. (14)–(16) must be satisfied.

∂E
∂β0

= 2
n∑

i=1

[yi − (β0 + β1x1 + β2x2)] = 0 (14)

∂E
∂β1

= 2
n∑

i=1

[yi − (β0 + β1x1 + β2x2)] = 0 (15)

∂E
∂β2

= 2
n∑

i=1

[yi − (β0 + β1x1 + β2x2)] = 0 (16)

implifying above equations,
n∑

i=1

yi = β0

n∑
i=1

1 + β1

n∑
i=1

x1i + β2

n∑
i=1

x2i (17)

n∑
i=1

x1iyi = β0

n∑
i=1

x1i + β1

n∑
i=1

x21i + β2

n∑
i=1

x1ix2i (18)

n∑
i=1

x2iyi = β0

n∑
i=1

x2i + β1

n∑
i=1

x1ix2i + β2

n∑
i=1

x22i (19)

The regression coefficients β0, β1, and β2 can be determined by
solving Eqs. (17)–(19) where y, x1 and x2, i.e., inputs are chosen
from the available dataset.
Step 6. Identification of goodness-of-fit: In order to determine the
success of the predicted model formed in step 5, three parame-
ters are evaluated, R2, Adjusted R2, and RMSE. R2 represents the
square of the correlation between the response values and the
predicted response values. The value is generally between 0 and
1. Here, a value closer to 1 indicates a more significant proportion
of variance is accounted for by the model; i.e., how successful the
fit is to explain the variation of the data.

R2
= 1 −

∑n
i=1 wi(yi − ui)2∑n
i=1 wi(yi − yav)2

= 1 −
SSE
SST

(20)

here, ui is the predicted value from the fit, yav is the mean of
the observed data and yi is the observed data value. wi is the
weighting factor, usually wi = 1. SST is the total sum of squares,
and SSE is the sum of squares due to error.

Adjusted R2 is a modified version of R2 based on the residual
degrees of freedom (v). It is defined as the difference between the
number of response values (N) and the number of fitted coeffi-
cients (M) estimated from the response values. A value closer to
1 indicates high fit quality of the predicted model, similar to R2,
and is formulated following Eq. (21).

Adjusted_R2
= 1 −

SSE × (N − 1)
SST × v

(21)

RMSE, the standard deviation of the residual, indicates the
bsolute fit of the model to the data. Lower values of RMSE,
.e., close to 0, is a good measure of the accuracy of the response
rovided by the predicted model. This parameter is calculated
sing Eq. (22).

MSE =

√ N∑ (yi − ui)2

N
(22)
i=1
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Step 7. Estimation of required deloading percentage of PV: In
the last step of this method, required deloaded PV support is
calculated from the regression model formed in step 5. Following
grid code, required values are assigned to the input variables of
the estimation model. Finally, the required deloading percentage
of PV is determined in terms of total PV penetration in the grid
following Eq. (23).

%DL =
Pdeload
Ppv
total

× 100% (23)

Before finalizing PV systems in a particular power grid, this pro-
cess is executed. It supplies accurate prediction of the required
deloading percentage to preserve the system’s frequency stability
in the event of synchronous generator tripping.

4. Simulation results and analysis

The purpose of this section is to assess the proposed method
for estimating the appropriate deloading percentage of PV sys-
tems in a grid. Total simulations are categorized into five different
situations based on PV penetration level in the grid for compre-
hensive analysis. Starting with the description of the test system,
every simulation scenario is thoroughly discussed. Additionally,
the simulation results are presented with relevant figures in each
case with concise description. The proposed approach of incorpo-
rating frequency response metrics to estimate required deloading
of grid-connected PV systems is justified after a thorough analysis
of each scenario.

4.1. Test system

In this research work, the IEEE 39-bus New England test
system is used for conducting time-domain dynamic simula-
tion (Cabrera-Tobar et al., 2016). This test system comprises
ten synchronous generators initially supplying power to 19 load
buses. The total active power demand in this system is 6097.1
MW. It has a nominal system frequency of 60 Hz and base MVA
of 100 MVA. Here, Generator 1(G01) is the aggregate of several
synchronous generators connecting rest of USA/CANADA. The
conventional synchronous generators are modelled with suitable
automatic voltage regulator (AVR) control and governor controls
with built-in models. The whole system is modelled to emulate
real power grids when faced with a disturbance in the grid. A
modified version of this test system is utilized in our research,
replacing several synchronous generators with PV systems. These
PV systems are installed at bus 37, 35, 36, 32 and bus 38 consec-
utively to emulate different levels of PV penetration in the grid.
The scheduled generation of the replaced synchronous generators
are assigned to the installed PV systems. Considering the time
duration of the required dynamic simulations in this research
work, PV intermittency is ignored. Consequently, PV systems are
modelled to provide fixed amount of active power as assigned.
Moreover, deloading mechanism as described in Section 2 is also
incorporated in the PV systems to provide support when required.
For every modification in this system, total demand and sched-
uled generation is kept constant while varying PV integration
level. A single line diagram of the modified 50% PV integrated
grid is shown in Fig. 4.

4.2. Simulation scenarios

In order to implement our proposed methodology, total sim-
ulations are divided into five separate cases based on PV inte-
gration level into the grid. The cases represent 20% to 60% PV
penetration levels, with an increment of 10% PV in a successive
manner. The details of the cases are presented in Table 1 in
D. K. Nayak et al.
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Fig. 4. Single line diagram of modified IEEE 39 bus test system.
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Table 1
Simulation scenarios.
Simulation
case

Synchronous
generation (MW)

PV generation
(MW)

PV penetration
(%)

Case 1 4246 1120 20
Case 2 3686 1680 30
Case 3 3136 2230 40
Case 4 2556 2810 50
Case 5 2056 3310 60

brief. Solar irradiance and temperature values of PV systems
are kept constant to conduct time-domain simulations in this
paper. For each case, both initial deloading percentage, DLio and
inal deloading percentage of PV systems, DLf are assigned; the
alues being 0.25% and 10% respectively. Typically, the deloading
ercentage remains within 20% of the maximum possible genera-
ion (Cabrera-Tobar et al., 2016). In this paper, the final deloading
ercentage is allocated considering economic constraints for the
rid planners. However, grid planners can choose any suitable
ercentage level for calculation. In the simulations, DLin, incre-
ental deloading percentage, is chosen to be 0.25%, and from
q. (7), total step size n is determined to be 40.
Following that, tripping of Generator 5 (508 MW), is chosen to

imulate an outage event in a time domain dynamic simulation.
his synchronous generator is selected to observe the effects in
requency response of the grid after its outage. Additionally, fre-
uency response parameters, fnadir and ROCOF for each simulation
s calculated using Eqs. (8)–(9). According to the methodology
escribed in Section 3, all simulations are carried out in DIgSILENT
owerFactory environment (DIgSILENT, 2013). Simultaneously,
ataset is formulated consisting of PV support and corresponding
requency parameters.

.3. Result analysis

The objective of this subsection is to evaluate the suggested
pproach using the simulation results from each described case.
An Approach to Estimate The Frequency... 191
or every scenario, MLRA model is formulated using simulation
ata, and the goodness-of-fit is checked. In addition, a clear and
oncise analysis of the outcomes from each case is provided to
ubstantiate our proposed method.

.3.1. Case 1 (20% PV)
In this case, a time-domain simulation of Generator 5’s outage

vent is considered for analysis. All of the needed simulations
re carried out by varying deloading percentage using Eq. (10).
dataset is created by obtaining frequency nadir and ROCOF

alues for each simulation. The dataset is used to formulate MLRA
odel with 95% confidence bounds. It correlates required PV
upport with frequency nadir and ROCOF. The coefficients of the
odel are determined using Eqs. (17)–(19) from the dataset. The
orresponding fitted curve using MATLAB is shown in Fig. 5. The
requency nadir and ROCOF values show a linear relationship
ith the deloaded PV support, as seen in the figure. This re-
ression line backs up the claim that these frequency response
etrics are effective indicators to estimate deloaded PV support.
Moreover, to verify the goodness-of-fit of the model, param-

ters R2, Adjusted R2, and RMSE are calculated using Eqs. (20)–
22). The corresponding values of these parameters are 1, 1,
nd 0.09542 respectively. As all of these parameters are in the
cceptable range for successful estimation, the MLRA model’s
oefficients can be accepted for calculation. These parameters
gain justify the working relation between the frequency re-
ponse metrics and PV support. The resultant MLRA model of PV
upport vs frequency nadir, ROCOF is expressed by,

deload = −1.074 × 104
+ 184.7 × fnadir + 491.6 × ROCOF (24)

Conventionally, the accepted frequency range for a 60 Hz
ystem is 59–61 Hz, and ROCOF range is within ±1 Hz/s (Hart-
ann et al., 2019). From the dataset for the 20% PV case, all
OCOF values remain within that range. However, frequency
adir deteriorates towards unacceptable values when additional
D. K. Nayak et al.
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Fig. 5. Multiple linear regression model of PV support vs frequency nadir, ROCOF (20% case).
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V support is insufficient, making it the prime concern in im-
roving frequency stability. To this end, fnadir is set at 59 Hz and

ROCOF at −0.1 Hz/s in the model. It will result in the minimum
required deloading percentage of the PV systems to preserve
frequency stability. From Eq. (24), required deloaded PV support,
Pdeload is found to be 111.76 MW. Finally, the required deloading
percentage of PV, %DL is determined to be 9.976% in terms of total
PV penetration in the grid from Eq. (23).

In this 20% PV penetration case, all the steps outlined in Sec-
tion 3 are performed to formulate the MLRA model and calculate
he required deloading percentage of installed PV systems. The
igure, as well as the derived goodness-of-fit parameters, support
he proposed method in this case.

.3.2. Case 2 (30% PV)
To make a 30% PV penetration level in the grid, PV capacity

s increased to 1680 MW in this case. A dataset is formed like
he previous case for the tripping event of Generator 5. With 95%
onfidence bounds, a new MLRA model is formed, and parameters
re calculated like case 1. The fitted curve is presented in Fig. 6.
he figure clearly shows that, as in the preceding case, there
s a linkage between the frequency response parameters and
V support. As a result, the claim in the proposed approach is
trengthened even further. The corresponding equation of the
onstructed model is shown by

deload = −8917 + 154.9 × fnadir + 997.4 × ROCOF (25)

orresponding R2, Adjusted R2, and RMSE values are 0.9998,
.9998, and 0.7545, which verifies the model’s compatibility.
sing the same values for frequency nadir and ROCOF, calculated
deload is 122.36 MWwhich in terms corresponds to %DL of 7.283%.
The constructed figure and goodness-of-fit characteristics for

he 30% PV penetration case demonstrate the high accuracy of the
odels used in this study again. Although the required deloaded
V support is higher than in the preceding scenario, the necessary
eloading percentage in terms of total PV penetration in the grid
as decreased significantly here.

.3.3. Case 3 (40% PV)
In this case, PV penetration is again increased, replacing syn-

hronous generators, making the grid more susceptible to fre-
uency instability. Following the same procedure as previous
ases, the MLRA model is formulated shown in Fig. 7. Although
here are more deviations in the data points for this case, the
igure shows a linear relationship like previous cases. The con-
tructed MLRA model is expressed by,

deload = −1.055 × 104
+ 182 × fnadir + 422.5 × ROCOF (26)

dditionally, goodness of fit parameters, i.e., R2, Adjusted R2, and

MSE are calculated to be 0.999, 0.999, and 2.057, respectively. p
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MSE value has increased compared to the preceding ones in
ccount of more variability introduced in the grid for large-scale
V penetration. In spite of that, these parameters are well within
cceptable ranges. The resultant MLRA model of PV support vs
requency nadir, ROCOF is expressed by

Keeping the same parameters, corresponding Pdeload, according
o Eq. (26) is 145.75 MW which is equivalent to %DL of 6.536%.
howing the same trend as previous cases, the total required
eloaded PV support increases, whereas the deloading percentage
ecreases. The accuracy of the constructed model following the
ethodology is still satisfactory which is evident from the figure
nd calculated parameter values.

.3.4. Case 4 (50% PV)
For this simulation case, PV penetration level is increased to

0%. Here, an MLRA model is created utilizing the synchronous
enerator tripping event dataset, as illustrated in Fig. 8. This
igure indicates that the PV support variable is linearly related to
he frequency nadir and ROCOF values. The observed pattern cor-
esponds to prior simulated cases. The formulated MLRA model
s given by Eq. (27). The goodness-of-fit parameters are also
easured in this scenario and found to be 0.9986, 0.9986, and
.265 for R2, Adjusted R2, and RMSE, consecutively. It is observed
hat the RMSE shows a slightly increased value than the previous
ase. However, all the parameters are still within the acceptable
ange to estimate the required deloaded PV support with high
ccuracy. According to Eq. (27), Pdeload is found to be 178.037 MW.
requency nadir remains the dominant factor as ROCOF always
emains within the acceptable range as seen from Fig. 8. Finally,
DL is found to be 6.335% for 50% PV integration case according
o Eq. (23).

deload = −1.106 × 104
+ 190.6 × fnadir + 73.63 × ROCOF (27)

The results obtained in this case imply the same trend as
arlier cases, further justifying the constructed model using pro-
osed methodology. The required demand from deloaded PV
ncreases as PV integration in the grid increases. On the other
and, deloading percentage shows a decreasing pattern from low
o high PV integrated cases.

.3.5. Case 5 (60% PV)
This case has the highest overall PV penetration in the grid

hen compared to previous cases (60%). The outage event of
enerator 5 is simulated using deloaded PV support, as in pre-
ious instances. A MLRA model is developed using the dataset
btained from all simulations, as illustrated in Fig. 9. The corre-
ation between PV support and the other two variables, ROCOF
nd frequency nadir, is depicted in the figure. Due to the high PV

enetration in the grid, there is increased frequency instability,

D. K. Nayak et al.
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Fig. 6. Multiple linear regression model of PV support vs frequency nadir, ROCOF (30% case).
Fig. 7. Multiple linear regression model of PV support vs frequency nadir, ROCOF (40% case).
Fig. 8. Multiple linear regression model of PV support vs frequency nadir, ROCOF (50% case).
esulting in increased data fluctuation. Despite this, the linear
elationship is still valid, as seen in the figure. Eq. (28) expresses
the formulated MLRA model equation.

Pdeload = −1.065 × 104
+ 183.6 × fnadir − 60.83 × ROCOF (28)

In this case, the goodness-of-fit parameters are also assessed
and determined to be 0.9981, 0.9981, and 2.399 for R2, Adjusted
R2, and RMSE, respectively. Because of the increased fluctuation
in the grid with high level PV penetration, R2 and RMSE have
increased by a small amount. However, even in this scenario
of substantial PV integration, all of the parameters are within
permissible limits. This finding also supports the claim that this
approach can accommodate very high levels of PV grid integra-
tion. Additionally, Pdeload is determined to be 188.483 MW using
Eq. (28). According to the obtained equation, frequency nadir is
still the most significant factor. Moreover, %DL is calculated to be
5.694% for 60% PV integration case according to Eq. (23).

All the MLRA models constructed in this section show accept-
able goodness-of-fit parameters, predicting satisfactory accuracy
An Approach to Estimate The Frequency... 193
of the models. Evidently, the parameter values justify the relation
generated between required PV support and frequency nadir, RO-
COF for preserving frequency stability of the grid. The proposed
method’s justification is supported by all of the outcomes and
associated figures. In addition, the data have shown an intriguing
trend. The required deloading percentage of PV installations is
lowering as PV adoption in the grid increases. In addition, a
summary of all the models in all simulated cases is given in
Table 2.

5. Validation of methodology & performance analysis

In this section, constructed model and corresponding deload-
ing percentage of PV system for each case from Section 4 is val-
idated. Deloaded PV enabled grid’s ability to maintain frequency
stability following a synchronous generator tripping event is eval-
uated. Furthermore, a performance comparison with two differ-
ent additional support mechanisms included grids is performed.
The two additional support mechanisms are briefly described
below.
D. K. Nayak et al.
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Fig. 9. Multiple linear regression model of PV support vs frequency nadir, ROCOF (60% case).
able 2
ummary of simulation outcomes.

Case study MLRA model equation Goodness-of-fit PV support (MW) Deloading percentage %DL
R2 Adjusted R2 RMSE

20% PV Pdeload = −1.074 × 104
+ 184.7(fnadir ) + 491.6(ROCOF ) 1 1 0.09542 111.74 9.976%

30% PV Pdeload = −8917 + 154.9(fnadir ) + 997.4(ROCOF ) 0.9998 0.9998 0.7545 122.36 7.283%
40% PV Pdeload = −1.055 × 104

+ 182(fnadir ) + 422.5(ROCOF ) 0.999 0.999 2.057 145.75 6.536%
50% PV Pdeload = −1.106 × 104

+ 190.6(fnadir ) + 73.63(ROCOF ) 0.9986 0.9986 2.265 178.037 6.335%
60% PV Pdeload = −1.065 × 104

+ 183.6(fnadir ) − 60.83(ROCOF ) 0.9981 0.9981 2.399 188.483 5.694%
l
5
t
c
h
s
a

BESS: Battery Energy Storage System (BESS) can store and
supply active power with a quick response time. Thus, BESS can
provide additional support to stop and recover the frequency
excursion, which is particularly beneficial for renewable-rich
grids (Zhang et al., 2018). A typical BESS comprises two main
arts. The first part stores energy via electrochemical process.
he second part contains rectifier–inverter set to transform AC
o DC and vice versa (DIgSILENT, 2010). Total three controllers,
.e., frequency controller, real and reactive power (PQ) controller,
nd charge controller are used to generate additional output
ower to enhance frequency response (Jawad et al., 2020). A com-
rehensive overview of the utilized BESS model in this paper is
emonstrated in DIgSILENT (2010).
Synchronous Condenser: With the increasing penetration

f renewable energy into conventional grids, synchronous con-
ensers can serve as a supporting device to enhance frequency
esponse by providing supplementary inertia (Arayamparambil
inaya Mohanan et al., 2020). High inertia synchronous con-
ensers can be deployed to enhance frequency response. Alter-
atively, retired synchronous generators can be retrofitted as
ynchronous condensers to improve the frequency response of
he renewable dominated grids (Masood et al., 2016). The later
entioned approach is applied in this work.

.1. Simulation scenarios

For simulation purposes, the same test system as described in
ection 4.1, i.e., IEEE 39 bus system, is chosen. The same cases of
V penetration levels as in Table 2 are considered for validation.
he tripping event of Generator 5 (508 MW) is again selected for
erforming the time-domain simulation. Furthermore, a detailed
omparison of deloaded PV integrated grid scenario with both
ESS and SC integrated scenarios is carried out. Note that, the
apacity of BESS and SC are kept the same as required deloaded
V support to perform thorough comparison. Under frequency
oad shedding (UFLS) scheme is also deployed to emulate stan-
ard power grids, which gets activated when system frequency
oes below 59 Hz. 15% of the total load shed is considered to
reserve system frequency stability in this paper. In brief, every

ase comprises three scenarios, i.e., deloaded PV, BESS, and SC
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integrated grid scenario, consecutively. Additionally, each scenar-
ios’ frequency response curve is compared in terms of frequency
nadir, ROCOF, and the activation of UFLS scheme after generator
tripping event.

5.2. Performance analysis

5.2.1. 20% PV integrated grid
From Section 5.1, the estimated deloaded PV support calcu-

ated from Eq. (24) is 111.74 MW to maintain frequency above
9 Hz with a nominal ROCOF. At first, a synchronous generator
ripping event is simulated, keeping additional PV support per
alculation, with a UFLS scheme installed. Also, BESS and SC
aving the same capacity of 111.74 MW and 111.74 MVAR are in-
talled in the grid in two distinct scenarios. The same simulations
re performed for each scenario. As observed from Fig. 10(a), fre-

quency nadir points of deloaded PV, BESS, and SC integrated grid
scenarios are 59.0635 Hz, 58.9966 Hz, 58.9865 Hz, respectively.
It indicates that the UFLS scheme gets activated for both BESS
and SC integration scenario. In contrast, the proposed deloaded
PV system successfully preserves frequency within 59 Hz with-
out activating the UFLS scheme. Moreover, corresponding ROCOF
magnitudes calculated from Eq. (9) are 0.1102 Hz/s, 0.1232 Hz/s,
0.1606 Hz/s consecutively. Although ROCOF values in all scenar-
ios are within acceptable range, deloaded PV scenario gives the
lowest ROCOF after disturbance. Thus, our recommended model
shows viable results.

After performing the same simulations without any UFLS
schemes, the difference among frequency nadir points of the
three scenarios becomes more evident. The corresponding values
are 59.0635 Hz, 58.9238 Hz, and 58.2497 Hz, respectively for the
three scenarios. Although BESS support comes close to deloaded
PV support, SC support is far below considering frequency nadir
points. Corresponding frequency response curves are shown in
Fig. 10(b).

5.2.2. 30% PV integrated grid
Following the same procedure as the previous case, simula-

tions are performed for the three scenarios of deloaded PV, BESS,

and SC integrated grid. Additional support size is 122.36 MW

D. K. Nayak et al.



a
f
s
D
f
m

a
s
m
t
a
r
t
t
p
s

5

1
a
t
f
t
t
n

n
t
t
s
i
s

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
Fig. 10. Frequency response curves due to synchronous generator tripping (20% PV integrated grid) (a) with UFLS scheme, (b) without UFLS scheme.
Fig. 11. Frequency response curves due to synchronous generator tripping (30% PV integrated grid) (a) with UFLS scheme, (b) without UFLS scheme.
ccording to Eq. (25) for the first two scenarios and 122.36 MVAR
or the last one. The observed curves for simulations with UFLS
chemes from Fig. 11(a) are similar to previous case. As estimated,
eloaded PV support preserves frequency within 59 Hz with
requency nadir of 59.0488 Hz where both BESS and SC fail to
aintain frequency within the acceptable range.
In addition, calculated ROCOF magnitudes for each scenario

re 0.0865 Hz/s, 0.1150 Hz/s, and 0.1457 Hz/s. Deloaded PV
upport again produces the best result among these supporting
echanisms in maintaining frequency stability. For the simula-

ions without UFLS, Fig. 11(b) shows that frequency nadir points
re 59.0488 Hz, 58.9152 Hz, and 58.2726 Hz, respectively. The
esults imply that using SC of the estimated amount is not enough
o improve frequency nadir. However, BESS produces compara-
ively good results than SC. Still, using deloaded PV is the best
ossible support mechanism among them, considering the same
upport size.

.2.3. 40% PV integrated grid
In this case, the estimated required deloaded PV support is

45.75 MW from Table 2. Assigning the same support size to BESS
nd SC, simulations are conducted. From Fig. 12(a), it is observed
hat estimated deloaded PV support was sufficient in retaining
requency above 59 Hz with a frequency nadir of 59.0407 Hz. But,
wo later scenarios fail to do so, as a result, UFLS scheme is ac-
ivated, and load shedding takes place. Corresponding frequency
adir points are 58.9961 Hz and 58.9805 Hz.
Furthermore, the associated ROCOF magnitudes for these sce-

arios are 0.1072 Hz/s, 0.1243 Hz/s, 0.1555 Hz/s. For the simula-
ions without UFLS scheme, frequency nadir points are observed
o be 59.0407 Hz, 58.9223 Hz, and 58.2364 Hz for these three
cenarios from Fig. 12(b). The findings are similar to the prior
nstance, in which deloaded PV outperforms BESS with the same
upport size.
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5.2.4. 50% PV integrated grid
For the 50% PV integrated case, the requisite deloaded PV

support following a synchronous generator tripping event is
178.037 MW. The frequency response curves for the simulations
are presented in Fig. 13(a). The corresponding frequency nadir
points are 59.0196 Hz, 58.9951 Hz, and 58.9809 Hz, respectively.
Moreover, corresponding ROCOF magnitudes are 0.1094 Hz/s,
0.1227 Hz/s, and 0.1613 Hz/s, respectively. The results again
validate the effectiveness of our proposed methodology as no
UFLS scheme gets activated while utilizing deloaded PV support.
Performing simulation without UFLS generates frequency nadir
of 59.0196 Hz, 58.8674 Hz, and 58.0166 Hz successively, shown
in Fig. 13(b). The values dictate a distinct difference in the per-
formance of deloaded PV scenario with BESS and SC integrated
scenario, confirming the feasibility of using deloaded PV support
in the grid.

5.2.5. 60% PV integrated grid
With the highest level of PV integration in the grid, the

required deloaded PV support was determined to be 188.483 MW.
The BESS and SC sizes are set to 188.483 MW and 188.483
MVAR, respectively, following the same pattern as in earlier
cases. Fig. 14(a) shows the frequency response curves with UFLS
schemes enabled. Even in this case, with a frequency nadir of
59.0062 Hz, deloaded PV support was able to preserve frequency
nadir above 59 Hz. Both BESS and SC, like the preceding examples,
fail to keep frequency above 59 Hz, with frequency nadir points of
58.9936 Hz and 58.9820 Hz, respectively. The calculated ROCOF
values for PV, BESS and SC scenarios are 0.1084 Hz/s, 0.1254 Hz/s,
and 0.1648 Hz/s, respectively. As a consequence, as compared
to other circumstances, adopting deloaded PV produces a more
convenient outcome in terms of ROCOF value.

Fig. 14(b) depicts the frequency response curves for the three
scenarios in simulations without the UFLS scheme. The corre-
sponding frequency nadir points are 59.0062 Hz, 58.9255 Hz, and
D. K. Nayak et al.
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Fig. 12. Frequency response curves due to synchronous generator tripping (40% PV integrated grid) (a) with UFLS scheme, (b) without UFLS scheme.
Fig. 13. Frequency response curves due to synchronous generator tripping (50% PV integrated grid) (a) with UFLS scheme, (b) without UFLS scheme.
Fig. 14. Frequency response curves due to synchronous generator tripping (60% PV integrated grid) (a) with UFLS scheme, (b) without UFLS scheme.
7.8095 Hz, respectively. The significant variation in frequency
adir is apparent in the figure, with deloaded PV having the
reatest frequency nadir. Although BESS comes close to deloaded
V in terms of frequency nadir, SC is significantly lower than the
ther two scenarios. So, even in the event of a 60% PV integration,
eloaded PV support still provides the highest frequency stability.
The above five cases combinedly show the validity of the

roposed methodology. As in every case, the estimated addi-
ional deloading percentage can keep frequency nadir and ROCOF
ithin the allowable range. Moreover, after assigning the same
ize to deloaded PV, BESS, and SC, the deloaded PV showed better
esults in every case. It prevented the system from going through
oad shedding after generation tripping event. Total findings from
hese cases are summarized in Table 3 for convenience.
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6. Discussions

6.1. Scalability of the proposed approach

The proposed method of calculating adequate deloaded PV
support for grid frequency stability is based on two frequency
response metrics: frequency nadir and ROCOF. Before grid inte-
gration, simulations will be needed to determine the relationship
between deloaded PV support and frequency response character-
istics for a major synchronous generator outage. The required de-
loaded PV percentage can then be calculated using the approach
provided. Note that these frequency response characteristics can
be obtained in the same way for any type of power system, with
no changes to the method’s steps. Consequently, this technique
D. K. Nayak et al.



S

p
c
i
t
a
i
c
c
e

s
r
i
m
F
b
a
w
t
w
t
n
R
i
p
i
d
o
p
w
d
w
s

f
p

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
Table 3
ummary of performance analysis.

Case study Simulation scenarios
Performance analysis

Frequency nadir (Hz)
|ROCOF | (Hz/s)

With UFLS Without UFLS

20% PV integrated Grid Deloaded PV 59.0635 59.0635 0.1102
BESS 58.9966 58.9238 0.1232
SC 58.9865 58.2497 0.1606

30% PV integrated Grid Deloaded PV 59.0488 59.0488 0.0865
BESS 58.9955 58.9152 0.1150
SC 58.9857 58.2726 0.1457

40% PV integrated Grid Deloaded PV 59.0407 59.0407 0.1072
BESS 58.9961 58.9223 0.1243
SC 58.9805 58.2364 0.1555

50% PV integrated Grid Deloaded PV 59.0196 59.0196 0.1094
BESS 58.9951 58.8674 0.1227
SC 58.9809 58.0166 0.1613

60% PV integrated Grid Deloaded PV 59.0062 59.0062 0.1084
BESS 58.9936 58.9255 0.1254
SC 58.9820 57.8095 0.1648
can be scaled up to larger power systems in addition to func-
tioning for small grid systems. Moreover, if the grid planners
want to add more synchronous generators or PV systems to an
existing grid, they can repeat the same approach to figure out the
appropriate parameters. As a result, this method can be used in
any new or existing grid system, large or small.

6.2. Controlling parameters and tuning

The primary governing parameters for the accuracy of the
roposed method can be separated into two categories. The first
ategory involves deciding the step size for increasing the deload-
ng percentage in subsequent PV system simulations. Setting up
he initial and final deloading percentages of the PV systems is
lso an important aspect of the first category. The second category
ncludes dictating the grid system’s desired frequency response
haracteristics, such as frequency nadir and ROCOF. These two
ategories are critical for implementing the suggested approach
ffectively.
For the first segment, if the step size is chosen to be exces-

ively large for successive increment of deloading percentage, the
esultant values from the simulations can create excessive variety
n data. This can drastically reduce the accuracy of the MLRA
odel built for a certain amount of PV integration in the grid.
urthermore, selecting a very small size increases the computing
urden, making the operation more tedious. After several trial-
nd-error simulations, a reasonable amount of increment (0.25%)
as found to strike a compromise between these two possibili-
ies. This procedure was tested at various levels of PV penetration,
hich helped to justify the chosen percentage. Note that, that
he quantity may vary based on the size of the test system. The
ext crucial tuning element was deciding on the final percentage.
unning simulations up to 10% of total PV deloading resulted
n the satisfactory frequency response outcome starting at 0.25
ercent penetration for the 20% PV integration case. This result
ndicated that for the necessary simulations, adopting a higher
eloading percentage was unnecessary. Furthermore, as the level
f PV integration increases in the grid, the required deloading
ercentage from PV systems decreases. So, the chosen values
ere also applicable for higher PV integration cases. This is how
eloading percentage parameters were tuned for this research
ork, which resulted in precise results in every PV integration
ituation.
Following the successful formulation of the MLRA model, the

requency response parameters, which are the second controlling
arameters, are set. The frequency nadir and ROCOF values were
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determined based on typically used values in the literature. How-
ever, recognizing the dominating element is critical for accurate
parameter adjustment. ROCOF values were considerably lower in
the case of the used test system. As a result, varying permissible
ROCOF values had little impact on the requisite deloaded PV. In
this context, the frequency nadir eventually became the main
controlling parameter. Because the UFLS system was designed to
function below 59 Hz, 59 Hz was chosen as the lowest permissible
frequency nadir point. Fixing both of these parameters yielded
the intended result in all PV integration scenarios, proving the
validity of the proposed method.

6.3. Limitations and practical applicability

Although the proposed approach is scalable even for large-
scale PV integrated grids, it does have some limitations. The
following are the details:

• Due to the short period of the simulations, PV output was
kept constant for the simulated situations. PV output, on
the other hand, is strongly dependent on temperature and
irradiation levels in practice. As a result, their fluctuation
over time is not taken into account in this study.

• Load demand in the electricity system may fluctuate over
time. As a result, the required generation from synchronous
generators and PV systems may vary. This study does not
take into account the load side fluctuation.

These factors will be taken into account in future studies in order
to produce more accurate estimation.

In order to put this strategy into practice, the model formula-
tion and determining the appropriate deloading percentage must
be done during the grid planning stage. As a result, there will be
no variation in the procedure for implementing grids in practice.
Even under extreme conditions, the proposed approach will suf-
fice if calculations are made for the maximum load demand and
lowest PV generation condition. Furthermore, if any changes are
made to the grid, repeating the same process will generate the
appropriate deloading percentage for PV systems. Therefore, the
proposed method can be extended in practical applications.

7. Conclusions

This paper proposes a novel methodology of estimating the
appropriate deloading percentage of PV systems in order to pre-
serve frequency stability. To create a correlation with requisite
D. K. Nayak et al.
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deloading of PV systems, two frequency response performance
metrics, frequency nadir and ROCOF, are utilized. MLRA models
are formed using this methodology for different case scenar-
ios in predicting required deloaded PV support, with acceptable
goodness-of-fit parameters. According to the results, an intrigu-
ing trend is revealed; as PV integration increases in the grid
the required deloading percentage of PV systems to preserve
frequency response reduces. Moreover, our estimation is vali-
dated by performance comparison with other supporting mecha-
nisms, i.e., BESS and SC. Simulations are conducted for each sup-
porting mechanism allocating the same support size as derived
from MLRA models. Corresponding results indicate the success o
the proposed methodology. Deloaded PV shows more effective
outcomes than other mechanisms in terms of frequency nadir
and ROCOF and protect the system from undergoing load shed-
ding. Thus, the utilization of deloaded PV systems for preserving
frequency stability in grids with significant PV penetration is
justified. This paper also gives an insight into the appropriate
deloading percentage of PV systems for different levels of PV
penetration in the grid. Moreover, the proposed methodology wil
be helpful for grid planners to effectively estimate the required
deloading percentage of PV systems for large PV integration. In
future works, estimation of required deloaded PV systems will be
carried out, taking into account more constraints and comparing
the costs of each supporting mechanism.
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Using a new hybrid methodology for optimal allocation of FACTS devices

Keywords:
FACTS devices
Hybrid AGPSO-GWO 
Multi-objective optimization 
Power loss minimization
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The proposed research article introduces a new hybrid heuristic algorithm based on Autonomous
Groups Particle Swarm and Grey Wolf optimizers (AGPSO-GWO) via multi-objective function for the
allocation of the Flexible Alternating Current Transmission Systems (FACTS) controllers in power grids
to minimize the active power system losses, voltage deviation, and the system operational costs. In
this research work, the Static Var Compensator (SVC), Thyristor-Controlled Series Compensator (TCSC),
and Unified power flow controller (UPFC) are used as FACTS controllers. A comparative analysis is
conducted with other proposed heuristic optimization algorithms such as Particle Swarm Optimization
(PSO), Autonomous Group Particle Swarm Optimization (AGPSO) Grey Wolf optimizer (GWO), and
improved grey wolf optimization (IGWO) algorithms to confirm and validate the superiority of the
proposed technique. Moreover, the proposed AGPSO-GWO has been compared with the previous
existing Simulated Annealing (SA) in the literature to prove its superiority and ensure its validity. The
proposed scheme has been validated and applied on 30-bus and 118-bus IEEE electric power systems.
The numerical results had been carried out using MATLAB and MATPOWER packages. The simulation
results show that the proposed algorithm offers the best performance among all algorithms to achieve
the optimum global minimum solutions with the highest convergence rate.
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. Introduction

The rise in global demand for electricity due to socio-economic
evelopments and the constraints on expanding power gener-
tion plants’ construction and transmission lines has resulted
n a significant gap between power generation and demand.
onsequently, it resulted in improper performance of the power
ystems, such as excessive power losses, congested lines, voltage
nstabilities, reliability, and stability problems. Furthermore, sev-
ral critical demands are very sensitive to power quality degrada-
ions. The heavy industrials, radiations and nuclear installations,
ospitals, etc., can be considered as a part of such critical loads.
lso, the reliable on-site power supply of nuclear installations’
spects with insuring the power quality plays a valuable role
n ensuring the safety of nuclear reactors operation and protect
Using a New Hybrid Methodology for Optimal... 200
the public and environment against radiation hazards. Therefore,
the optimal use of the grids is vital to enable the high perfor-
mance of the electrical power systems (Gaur and Mathew, 2018;
ingh and Agrawal, 2018; Muhammad et al., 2020). Effective

implementation of reactive power compensation in transmission
systems can address these problems. Recently, the area of reac-
tive power compensation has become increasingly important. If
properly planned, it can significantly improve the performance
of the power system, i.e., improving the voltage profile, reducing
power system losses, increasing the permissible power transfer
capability, and enhancing the stability and reliability of the sys-
tem (Hema Sekhar et al., 2020; Guo et al., 2020; Muhammad et al.,
2021).

One of the most popular reactive power compensation devices
is the flexible alternating current transmission system (FACTS),
which refers to power electronics-based devices that enable bet-
ter control of the alternating current system and enhance the
performance of the power system. FACTS controllers ensure that
the efficient use of existing power generation and transmission
systems with significantly less investment as compared to the
additional costs by building new transmission and generation
units (Lee et al., 2019).
Laxmi  et al.
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Abbreviations

AGPSO-GWO Autonomous Groups Particle Swarm
and Grey Wolf optimizers

FACTS Flexible Alternating Current Transmis-
sion Systems

SVC Static Var Compensator
TCSC Thyristor-Controlled Series

Compensator
UPFC Unified power flow controller
PSO Particle Swarm Optimization
AGPSO Autonomous Group Particle Swarm Op-

timization
GWO Grey Wolf optimizer
SA Simulated Annealing
IGWO Improved Grey Wolf Optimization
STATCOM Static Synchronous Compensator
VSC Voltage Source Converters
MFO Moth Flame Optimization
BBO Biogeography Based Optimization
WIPSO Weight Improved PSO
OC Operating Cost
VD Voltage Deviation
PL Active power losses
DLH Dimension Learning-based Hunting

strategy
RE Relative error
MAE Mean absolute error
RMSE Root mean square error
SD Standard deviation

Symbols

xnewTL Transmission line reactance after TCSC
installation

xTL Transmission line reactance without
TCSC installation

xTCSC Reactance of the TCSC
V Magnitude of the bus voltage
BSVC Susceptance of the SVC
Gk Conductance of the kth line
NL Total number of transmission lines
δij Angle difference between the voltages

of the buses i and j.
Nl Total number of load buses
CPL Annual energy losses of the power

system
CFACTS installation cost of FACTS
CSVC installation cost of the SVC
CTCSC installation cost of the TCSC
CUPFC installation cost of the UPFC
S Operating range of the FACTS devices
PL_FACTS, PL_base Real power losses with and without

connecting the FACTS controller to the
power system

VD_FACTS, VD_base Voltage deviation with and without
installation of FACTS controllers

The power that is transmitted through the transmission line is

function of three parameters, which are the impedance of the

Using a New Hybrid Methodology for Optimal... 201
OC_FACTS,OC_base System operating cost with and without
installation of FACTS controllers

PGi, PDi Active power generated and demanded
at bus i

QGi,QDi Reactive power generated and
demanded at bus i

N Total number of buses, Sij represents
the apparent power flow inline i-j

Sij_max Is the thermal limit of line i-j,
Gij, Bij Transfer conductance and susceptance

between bus i and bus j, respectively
Qmax
svc , Qmin

svc SVC reactive power’s maximum and
minimum limits

Xmax
TCSC , X

min
TCSC Maximum and minimum TCSC reac-

tance limits
t Current iteration
vt+1
i Velocity vector of a particle i in iteration

t+1
gbest , pbesti Best global position and best particle

position, respectively
T Maximum iteration number
c1, c2 Are acceleration coefficients
r1, r2 Random numbers
ω Inertia weight constant
xt+1
i Position vector of particle i in iteration

t+1
ωmin, ωmax Minimum and maximum values of the

inertia weight
Xα,Dα Position and coefficient vectors of the

alpha wolf.
Xβ ,Dβ Position and coefficient vectors of the

beta wolf.
Xδ,Dδ Position and coefficient vectors of the

delta wolf
Xi(t) Position vector of ith grey wolf in the

current iteration
Xi_GWO Position vector of ith grey wolf
A, C Coefficient vectors
cg1, cg2, cg3 Variables
Di Euclidean distance
pop population matrix
Xi−DLH,d Position vector of ith grey wolf based on

the DLH strategy
Xi−GWO Position vector of ith grey wolf in

the next iteration based on the GWO
algorithm

Xn,d(t) dth dimension of a random neighbor in
the current iteration

Xr,d(t) dth dimension of a random neigh-
bor selected from the whole group of
wolves

rand random number.

line, voltages at both ends, and the angle phase difference be-
tween buses at both ends. FACTS controllers can significantly af-
fect these parameters, which contribute to controlling the power
flow, maintaining the voltage within the permissible limits, re-
ducing the power losses, and increasing the power transfer capa-
bility of the existing transmission lines (Mitiku Teferra and Ngoo,
2021; Singh et al., 2020).
Laxmi  et al.
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On the basis of technological features, FACTS devices can be
lassified into two generations. The first generation uses thyristor-
witched reactors and condensers such as the Static Var Compen-
ator (SVC) and Thyristor-Controlled Series Compensator (TCSC).
he second-generation utilizes Voltage Source Converters (VSC)
s the Unified Power Flow Controller (UPFC) and the Static Syn-
hronous Compensator (STATCOM) (Chow and Sanchez-Gasca,
019). The optimal location and size of the FACTS devices should
e considered to achieve the desired improvement in the per-
ormance of the power system (Mokhtari et al., 2021). Optimal
llocating of the SVC controller can provide voltage regulation,
ampening power oscillations in the grid after a contingency,
mproving the voltage profile, and minimizing system power
osses. The TCSC can rapidly and continuously change the trans-
ission line impedance, reducing power losses, minimizing sub-
ynchronous resonance, and eliminating harmonic current. The
TATCOM can correct power factor, control reactive power, and
ampen low-frequency power oscillations. The UPFC devices have
he ability to control the active and reactive power of the system,
ontrolling the transmission angle and two-way power flows
ontrol. (Shehata et al., 2021a; Daealhaq et al., 2021; Ananth et al.,
021).
Throughout the literature, several methods have been ap-

lied to obtain the appropriate size and location of the FACTS
ontrollers, which can be categorized into four groups: analyt-
cal methods, conventional optimization-based methods, meta-
euristic optimization methods and, hybrid methods. The op-
imal allocation of FACTS is a nonlinear, multi-modal, mixed-
nteger, and highly constrained problem. Metaheuristic optimiza-
ion techniques are remarkably efficient in dealing with these
roblems, so they are commonly applied to identify the opti-
um allocation of FACTS controllers (Singh and Kumar, 2020).
esearchers have recently used various metaheuristic methods to
etermine the optimal allocation of the FACTS devices.
In Shehata et al. (2020), the optimum placement and ca-

acity of the FACTS devices were determined using the Multi-
bjective Multi-Verse Optimizer technique to jointly minimize
hree objective functions simultaneously, namely, voltage devi-
tion, active power loss, and the installation cost of the FACTS
evices. The SVC and TCSC were installed in the power system
n two forms: single and combined. The proposed approach was
mplemented on the IEEE 57 bus test system. Based on the ob-
ained results, the reduction of active power losses and voltage
eviation is the highest when a combination of TCSC and SVC
ontrollers is installed. A hybrid approach, namely, JAYA blended-
oth flame, is considered in Dash et al. (2020b) to alleviate

he transmission losses by installing SVC and TCSC in the IEEE
4 and 30 bus systems. Compared algorithms such as Particle
warm Optimization (PSO) and Moth Flame Optimization (MFO)
lgorithms have been outperformed by the proposed algorithm.
he researcher did not demonstrate the computational CPU time
speed) for the proposed approach to evaluate the optimal so-
ution time performance. In addition, the proposed algorithms
ave not been tested on the large-scale power system. In order
o achieve the maximum benefit of the FACTS device installation
n the power system, Ref. (Kavitha and Neela, 2018) applied the
iogeography Based Optimization (BBO), PSO, and Weight Im-
roved PSO (WIPSO) algorithms to obtain the optimum allocation
f the FACTS controller to enhance a multi-objective function
omprised of load bus voltage deviations, line loading, and FACTS
evices’ cost. The study has been executed using standard IEEE
4, 30, and 57 bus systems under different load conditions. The
VC, TCSC, and UPFC were considered as FACTS devices. The
esults obtained have shown that the BBO technique provided
he best performance among the other methods used. The au-

hors did not consider the statistical calculation to illustrate the t
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erformance of each proposed technique, clarifying the global
inimum solutions. The issue of allocating FACTS devices to
aximize the loading of the network at the lowest installation
ost of FACTS without violating the voltage thermal constraints
sing a hybrid approach has been investigated in Dash et al.
2020a). This study implemented a metaheuristic–metaheuristic
ybrid approach consisting of Ant Lion-Moth Flame-Slap Swarm
ptimization algorithms. The suggested approach has been per-
ormed using the standard IEEE 6 and 30 bus systems. But, the
roposed method has not been implemented on a large-scale
etwork. According to (Kanaan and Mehanna, 2020), the Simu-
ated Annealing (SA) algorithm has been suggested to find the
ppropriate capacity and sitting of the SVC, TCSC, and UPFC to im-
rove power system performance by reducing the system losses
nd voltage deviations. The objectives were analyzed separately
nd also combined into a single weighted goal function. The
EEE 30 bus system was used to verify the proposed method’s
erformance. The proposed method has not been tested on a large
etwork. Furthermore, this approach has not been validated by
omparison with other optimization methods. From Kanaan et al.
2020), the PSO and SA have been utilized to find the optimal
ocation and size of SVC to reduce the system overloading, losses,
nd voltage deviation. The proposed approaches are applied to
he modified IEEE 30 bus system. The proposed methods have
ot been implemented on a large-scale network. In Shehata et al.
2021b), the Autonomous Group Particle Swarm Optimization
AGPSO) approach has been used to obtain an optimum size and
lacement of the SVC to reduce the real power losses in the
ransmission lines. The attitude of the proposed technique was
alidated on IEEE 14 and 30 bus standard systems. Even though
he proposed technique outstripped the comparative algorithms,
he multi-objective fitness function has not been considered in
he study. The Grey Wolf optimizer (GWO) algorithm was used in
autam et al. (2019) to determine the optimal size of the TCSC,
hile the optimal setting was determined using the A.C. power
ransfer distribution factor as a sensitivity factor. From Gautam
t al. (2019), the prepared objective function had the capability
o reduce the power loss and improve the available transfer
apability of the system without violating the constraints of the
ower system. The proposed method has not been implemented
nd validated on a large scale network.
None of the studies have clarified the reasons for selecting

he weight values for the weighted sum optimization problems.
he presented study utilizes a strategy for selecting appropriate
eight values. The GWO technique, widely used in the litera-
ure, suffers from the imbalance between exploitation and explo-
ation phases, premature convergence, early loss of diversity, and
ntrapment in local optimums (Lu et al., 2018; Tu et al., 2019).
For addressing these drawbacks, this article presents a novel

obust and well-established hybrid optimization approach that
ombines the AGPSO algorithm with the GWO algorithm, namely
he AGPSO-GWO hybrid technique. This technique has not been
mplemented or applied before in electric power systems. The
ovel hybrid AGPSO-GWO technique uses the privilege of the
iversity of the particle behavior provided by the AGPSO tech-
ique to improve the GWO algorithm’s performance. The pro-
osed algorithm enhances the performance of GWO using the
utonomous group’s methodology of the AGPSO method. The
earch agents of the proposed algorithm have diverse social and
ersonal behaviors to avoid local optima trapping and improve
onvergence speed. Furthermore, a time-varying strategy based
n nonlinear time-varying coefficients has been implemented to
alance the exploitation and exploration phases and avoid losing
iversity.
The research contributions can be deduced as the following:
This study proposes a novel hybrid AGPSO-GWO technique
o improve the performance of the traditional GWO algorithm.

Laxmi  et al.
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Fig. 1. (a) The TCSC Schematic diagram, (b) Model of TCSC in the transmission line.
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he suggested algorithm is implemented to improve the power
ystem performance by allocating FACTS devices optimally. The
ppropriate allocation of the FACTS devices such as SVC, TCSC,
nd UPFC is determined to minimize the power system’s real
ower losses, bus voltage deviation, and system operating costs.
elow are the article’s key points.

- Simulations are performed and compared with various opti-
mization algorithms, such as PSO, AGPSO, GWO, and IGWO,
to verify the effectiveness of the AGPSO-GWO.

- To validate the performance of the AGPSO-GWO algorithm,
the findings are compared with an existing study that used
the SA technique.

- The AGPSO-GWO is applied to IEEE 30 and 118-bus systems
with and without optimal allocations of the UPFC, TCSC, and
SVC devices to reduce voltage deviation, active power losses,
and operating cost.

Following the introduction, the modeling of the FACTS devices
is presented in Section 2. The problem formulation is illustrated
in Section 3. The description of the techniques is provided in
Section 4. The existing results are analyzed in Section 5. The
tatistical evaluation of the proposed techniques is proposed in
ection 6. Finally, the conclusion is given in Section 7.

. FACTS modeling

FACTS are power electronic-based devices used in power sys-
ems to improve power grid controllability and power transfer ca-
ability by altering various electrical parameters in transmission
ystems (Balamurugan and Muthukumar, 2019). In this paper, all
enerations of the FACTS devices are considered; the SVC and
CSC represent the first generation, and the UPFC represents the
econd generation. These controllers are the most widely used
ACTS systems in power grids (Jmii et al., 2017; Bakir et al.,

2018). The FACTS controllers are allocated to minimize the active
power losses, system operating cost, and bus voltage deviation.
The following section discusses the modeling of the considered
FACTS devices.

2.1. TCSC modeling

The TCSC is one of the series-connected FACTS controllers
to the transmission lines, which can change the transmission
line series impedance by adding an inductive or capacitive reac-
tance (Dash et al., 2020b). The TCSC consists of a series-connected,
thyristor-controlled reactor shunted by a condenser, as shown in
Fig. 1. In this work, the TCSC is modeled as a controlled variable
reactance that is connected in series to the transmission lines.

The modified reactance of the transmission line is given in
Eq. (1) after the installation of the TCSC.
new

= x + x (1)
TL TL TCSC
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Fig. 2. (a) The SVC Schematic diagram, (b) Static model of the SVC.

where, xnewTL represents the transmission line reactance after TCSC
installation, xTL is the transmission line reactance without instal-
lation of the TCSC, xTCSC is the reactance of the TCSC. In order
to avoid overcompensation when installing TCSC, the operating
range of the TCSC is set as follows:

−0.8xTL ≤ xTCSC ≤ 0.2xTL (2)

2.2. SVC modeling

The SVC is a shunt-connected FACTS controller whose output
can be regulated to interchange reactive power with the grid
to improve the voltage profile, reduce active power loss, and
enhance system load-ability and security (Agrawal et al., 2020;
ingh et al., 2019). The SVC consists of a parallel combination of a
ondenser and a thyristor-controlled reactor, as shown in Fig. 2.
he SVC controller is represented as a reactive power injection
evice in this paper. This power can be defined as follows:

svc = −V 2
× Bsvc (3)

here, V indicates the magnitude of the bus voltage and Bsvc is
he susceptance of the SVC.

The operating range of the SVC is given in Eq. (4)

100MVAR ≤ Qsvc ≤ 100MVAR (4)

.3. UPFC modeling

The UPFC controller is a multifunctional FACTS device. It can
nfluence phase angle, voltage, impedance, active and reactive
ower flow in the power system. The UPFC is modeled as a
ombination of TCSC and SVC connected in the line and bus with
heir operating ranges (Kanaan and Mehanna, 2020; Balamurugan
nd Muthukumar, 2019; Balamurugan et al., 2015) as given by
qs. (2) and (4).
Laxmi  et al.
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3. Problem formulation

Three fitness functions are minimized in this paper while
onsidering the power system constraints. These fitness func-
ions are optimized in two forms: mono-objective function and
ulti-objective function, as shown in the subsections below:

.1. Mono-objective function

The active power losses, bus voltage deviation, and system
perating cost are individually optimized in the mono-objective
unction form. The mathematical expression of these objectives
an be expressed as:

.1.1. Active power losses minimization (PL)
The reduction of active power losses in the power system

an be represented as follows (Mamdouh et al., 2019; ben oualid
edani et al., 2018):

in pL = min
NL∑
k=1

Gk[V 2
i + V 2

j − 2ViVjcos(δij)] (5)

here, Gk represents the conductance of the kth line, NL indicates
he total number of transmission lines, Vi and Vj are the magni-
udes of voltages at buses i and j, δij refers to the angle difference
etween the voltages of the buses i and j.

.1.2. Minimization of the bus voltage deviation (VD)
The reduction of the bus voltage deviation enhances the volt-

ge of buses to remain within the allowable limits, which can be
xpressed as:

in VD = min
Nl∑
i=1

(Vi − 1.0)2 (6)

here, Vi denotes the magnitude of the voltage of the ith bus, Nl
efers to the total number of load buses.

.1.3. Minimization of the operating cost (OC)
In this paper, the operating cost (OC) includes two parts:

ost related to energy losses and a cost due to the investment
ost of FACTS controllers. Therefore, the objective function re-
uires decreasing the cost of energy losses by alleviating active
ower losses with FACTS devices and reducing FACTS investment
osts. The fitness function can be expressed as (Balamurugan and
uthukumar, 2019; Balamurugan et al., 2015; Nadeem et al.,
020; Saravanan et al., 2007):

in(CPL + CFACTS) (7)

here,

PL = (realpowerlosse) × 0.09 × 365 × 24 (8)

FACTS = CSVC + CTCSC + CUPFC (9)

SVC = 0.0003S2 + 0.3051S + 127.38 (10)

TCSC = 0.0015S2 − 0.7130S + 153.75 (11)

UPFC = 0.0003S2 − 0.2691S + 188.22 (12)

here, CPL, CFACTS are the annual energy losses and installation
ost of FACTS controller in $ respectively, 0.09 represents the
ost associated with the power losses measured in $/KWhr, 365
ndicates the days per year, 24 is the number of hours per day,
SVC , CTCSC , CUPFC are the installation cost of the SVC, TCSC, and
PFC devices in $/KVAR, respectively, S is the operating range of
he FACTS devices in MVAR.
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.2. Multi-objective function

In the mono-objective function form, the considered objective
unctions are optimized simultaneously by combining them into
single objective function F, as given in Eq. (13).

= w1 · J1 + w2 · J2 + w3 · J3 (13)

here, w1, w2, w3 are weight coefficients to measure the contri-
ution of each term in the fitness function.

1 =
PL_FACTS
PL_base

, J2 =
VD_FACTS

VD_base
, J3 =

OC_FACTS

OC_base
(14)

where, PL_FACTSand PL_base are the real power losses with and
without connecting the FACTS controller to the power system,
VD_FACTSand VD_base are the voltage deviation with and without in-
stallation of FACTS controllers, OC_FACTS and OC_base are the system
operating cost with and without installation of FACTS controllers.

3.3. Constraints

The following constraints are applied to the considered opti-
mization problems:

PGi − PDi −

N∑
j=1

ViVj[Gijcos(δij) + Bijsin(δij)] = 0 (15)

QGi − QDi −

N∑
j=1

ViVj[Gijsin(δij) − Bijcos(δij)] = 0 (16)

Vj_min ≤ Vj ≤ Vj_max (17)

Sij ≤ Sij_max (18)

Qmin
svc ≤ Qsvc ≤ Qmax

svc (19)
max
TCSC ≤ XTCSC ≤ Xmin

TCSC (20)

Where PGi and PDi indicate the active power generated and
demanded at bus i, QGi and QDi represent the reactive power
generated and demanded at bus i, N refer to the total number
of buses, Sij represents the apparent power flow inline i-j, Sij_max
is the thermal limit of line i-j, Gij and Bij indicate the transfer
conductance and susceptance between bus i and bus j, respec-
tively, Qmax

svc and Qmin
svc are the SVC reactive power’s maximum and

minimum limits, Xmax
TCSC and Xmin

TCSC are the maximum and minimum
TCSC reactance limits.

4. Brief description of the optimization techniques

In addition to the classic PSO algorithm, the proposed method
is compared with the AGPSO, GWO, and IGWO algorithms, which
are briefly described in the following subsections.

4.1. Particle Swarm Optimization Technique (PSO)

The PSO is a metaheuristic optimization algorithm originally
introduced by Kennedy and Eberhart, which simulates the behav-
ior of birds flying in a swarm to obtain the best solution for the
optimization problems. Each particle’s motion is represented by
two vectors, the position vector and the velocity vector (Wang
et al., 2018). The particle’s updated position is influenced by the
best location the particle has previously acquired and the best
position the whole swarm has achieved so far. Eqs. (21)–(23)
generate the updated position and velocity of the particle during
the optimization process (Faisal et al., 2020).

vt+1
= ωvt + c r (pbest − xt ) + c r (gbest − xt ), (21)
i i 1 1 i i 2 2 i

Laxmi  et al.
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Fig. 3. PSO process.

xt+1
i = xti + (vt+1

i )T , (22)

ωt = ωmax − (
ωmax − ωmin

T
)t, (23)

where, vt+1
i is the velocity vector of a particle i in iteration t + 1,

t is the current iteration, gbest and pbesti are the best global po-
sition and best particle position, respectively, T is the maximum
iteration number, c1 and c2 are acceleration coefficients, r1 and
r2 are random numbers, ω is the inertia weight constant, xt+1

i is
the position vector of particle i in iteration t + 1, ωmin and ωmax
are the minimum and maximum values of the inertia weight. The
PSO process is depicted in Fig. 3

4.2. Autonomous Group Particle Swarm Optimization Technique (AG-
PSO)

There are some flaws in the PSO algorithm’s performance, such
as the rapid convergence without adequate exploration of the
entire search space, trapped in the local optima, and the slow con-
vergence rate (Rezaee Jordehi et al., 2015; Mirjalili et al., 2014a; Li
et al., 2020). The AGPSO method has been introduced to address
these deficiencies, wherein the swarm is divided into four inde-
pendent groups inspired by the termite colony. In contrast to the
traditional PSO algorithm, the acceleration coefficients (c1, c2) in
the AGPSO algorithm have variable values using different models,
as shown in Table 1. As a result, the algorithm’s exploration phase
has been strengthened to explore the whole search area. The
optimization process’s exploration and exploitation phases had
been balanced to avoid premature convergence and quickly find
the optimal global solution (Mirjalili et al., 2014a). The flowchart
of the AGPSO algorithm is as shown in Fig. 4.
 b

Using a New Hybrid Methodology for Optimal... 205
4.3. Gray Wolf Optimization Technique (GWO)

The GWO is a metaheuristic optimization algorithm imple-
mented by Mirjalili et al. which emulates the leadership hierarchy
and the hunting strategy of the grey wolves to solve the opti-
mization problems. The flock of the grey wolves combines four
levels of the leadership hierarchy: alpha (α), beta (β), delta (δ),
and omega (ψ). Alpha is the leader and decision-maker of the
flock that dominates all the wolves and lies at the top of the grey
wolves’ hierarchy. Delta and beta are the second and third levels
in the hierarchy; they obey and help the alpha to make decisions
and dominate all the rest of the wolves. Finally, omega is the last
level of the hierarchy dominated by the wolves mentioned above.
The hunting process is guided by alpha-called leaders followed
by beta and delta. In the GWO method, the best fitness solution
is analogous to alpha. The second-best solution is analogous to
beta, the third-best solution analogous to delta, and the rest of
the candidates’ solutions are analogous to omega (Mirjalili et al.,
2014b; Gutierrez et al., 2019).

For the mathematical modeling of the hunting mechanism, it is
assumed that alpha, beta, and delta have a good knowledge of the
possible position of prey and that the omega wolves update their
location based on the three mentioned wolves. In this context,
the following equations have been applied:
−→
Dα =

⏐⏐⏐−→C1 .
−→
Xα −

−→
Xi (t)

⏐⏐⏐ ,−→Dβ =

⏐⏐⏐−→C2 .
−→
Xβ −

−→
X i(t)

⏐⏐⏐ ,
−→
Dδ =

⏐⏐⏐−→C3 .
−→
Xδ −

−→
Xi (t)

⏐⏐⏐ (24)
−→
X1 =

⏐⏐⏐−→Xα −
−→
A 1.

−→
Dα

⏐⏐⏐ ,−→X2 =

⏐⏐⏐−→Xβ −
−→
A2 .

−→
Dβ

⏐⏐⏐ ,−→X3 =

⏐⏐⏐−→Xδ −
−→
A3 .

−→
Dδ

⏐⏐⏐
(25)

Xi−GWO(t + 1) =

−→
X1 +

−→
X2 +

−→
X3

3
(26)

where, Xα , and Dαare the position and coefficient vectors of
he alpha wolf, Xβ and Dβare the position and coefficient vectors
f the beta wolf, Xδ , and Dδare the position and coefficient vectors
f the delta wolf, Xi(t) indicates the position vector of the ith grey
olf, Xi−GWO(t + 1) represents the position vector of the ith grey
olf in the next iteration, A and C indicate the coefficient vectors.
he vectors A and Care defined as follows:
−→
A = 2−→a ·

−→r1 −
−→a

−→
C = 2 ·

−→r2
(27)

here, r1 and r2are vectors have random values in range [0,1] and
is a variable that has been reduced from 2 to 0 during iterations
ccording to Eq. (28).

= 2(1 −
t
T
) (28)

The flowchart of the GWO algorithm is as shown in Fig. 5.

4.4. Improved Grey Wolf Optimization Algorithm (IGWO)

Despite the simplicity of the implementation, efficiency, and
rapid convergence of the GWO algorithm, the disadvantage of
this approach is that the wolves’ updated location is based on
the positions of the three wolves: alpha, beta, and delta. This
causes the population to lose diversity too early, an imbalance
between exploitation and exploration, and the wolves trapped
in local optima may be far from the global minimum (Lu et al.,
2018; Tu et al., 2019). In order to tackle these deficiencies, the
IGWO approach was introduced in Nadimi-Shahraki et al. (2021).
n addition to the candidate’s updated wolf’s position based on
q. (26), the IGWO proposed another candidate’s updated posi-
ion based on a new search strategy called Dimension Learning-
ased Hunting (DLH) strategy, inspired by the natural behavior of
Laxmi  et al.
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Table 1
Update strategies of c1 and c2 .
Groups of particles Update model of c1 Update model of c2
Group 1 1.95 − 2t t/3/T 1/3 2t t/3/T t/3

+ 0.05
Group 2 −2t3/T 3

+ 2.5 2t3/T 3
+ 0.5

Group 3 1.95 − 2t1/3/T 1/3 2t3/T 3
+ 0.5

Group 4 −2t3/T 3
+ 2.5 2t1/3/T 1/3

+ 0.05
Fig. 4. Flowchart of the AGPSO algorithm.
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ndividual hunting of grey wolves. The DLH search strategy im-
roves the balance between local and global search and reduces
he lack of population diversity (Nadimi-Shahraki et al., 2021).

Two updated positions of the wolves have been suggested in
he IGWO technique: one by group hunting as in the classical
WO method according to Eq. (26) and the other by individual
unting using the DLH strategy. Following the identification of
he updated position of wolves using Eq. (26), the IGWO method
roposed an additional selection and updating stage, as shown
elow (Nadimi-Shahraki et al., 2021).
The radius R is computed using the following equation:

i(t) = ∥Xi(t) − Xi−GWO(t + 1)∥ (29)

hen, the neighbors of Xi(t) denoted by Ni(t) are constructed
sing Eq. (30) :

i(t) =
{
Xj(t)Di(Xi(t), Xj(t)) ≤ Ri(t), Xj(t) ∈ pop

}
(30)

here, Di is the Euclidean distance between Xi(t) and Xj(t), pop is
he population matrix.

After that, another updated position is proposed according to
LH strategy as follows:

i−DLH,d(t + 1) = Xi−d(t) + rand × (Xn,d(t) − Xr,d(t)) (31)

here, Xn,d(t) is the dth dimension of a random neighbor se-
ected from Ni(t), Xr,d(t) the dth dimension of a random neighbor
elected from the whole group of wolves, rand is a random
umber.
The location of the individual is updated by comparing the two
roposed new positions, which are calculated based on Eqs. (26) t
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nd (31), as expressed in Eq. (32).

i(t + 1) =

{
Xi−GWO(t + 1), iff (Xi−GWO) ≺ f (Xi−DLH )
Xi−DLH (t + 1) otherwise (32)

he flowchart of the IGWO algorithm is as depicted in Fig. 6.

.5. Hybrid AGPSO-GWO algorithm

A novel hybrid optimization technique has been developed
n the present work known as the Autonomous Group Parti-
le Swarm Grey Wolf Optimization (AGPSO-GWO) algorithm to
ddress the drawback of the classical GWO algorithm. In order
o eliminate the possibility of trapping in a local optimum and
ncrease the efficiency of the classic GWO algorithm, the proposed
GPSO-GWO algorithm used the enhanced exploitation and ex-
loration capabilities of the particles in the AGPSO algorithm.
n the AGPSO technique, the swarm is divided into four groups.
ach group has its coefficients to search the whole search space,
void the premature convergence, and trap in local optimums.
his search strategy is applied to the classical GWO algorithm’s
olf population to obtain the global optimum solution of the
ptimization problem at a high conversion rate without trapping
nto local optimum.

In the AGPSO-GWO algorithm, the best three agents’ posi-

ion is updated using the inertia weight constant as given in

Laxmi  et al.
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Fig. 5. Flowchart of the GWO algorithm.

qs. (33), (34).
−→
Dα =

⏐⏐⏐−→C1 .
−→
Xα − ω ·

−→
X (t)

⏐⏐⏐
−→
Dβ =

⏐⏐⏐−→C2 .
−→
Xβ − ω ·

−→
X (t)

⏐⏐⏐
−→
Dδ =

⏐⏐⏐−→C3 .
−→
Xδ − ω ·

−→
X (t)

⏐⏐⏐ (33)

→
X1 =

⏐⏐⏐−→Xα −
−→
A 1.

−→
Dα

⏐⏐⏐ ,−→X2 =

⏐⏐⏐−→Xβ −
−→
A2 .

−→
Dβ

⏐⏐⏐ ,−→X3 =

⏐⏐⏐−→Xδ −
−→
A3 .

−→
Dδ

⏐⏐⏐
(34)

As shown in Eq. (33), the wolf’s exploitation and exploration
are controlled in the search space by inertia weight constant.
Update the position of the first three categories of the population
according to Eq. (34). Then, the whole population is divided
into four groups, each of which has a mathematical model for
updating the values of the acceleration parameters cg1, cg2, and
cg3 as given in Table 2. Finally, the updated position Xi(t+1) of the
grey wolves is controlled through the velocity as shown below:

Vi(t + 1) = ω · (Vi(t) + cg1r1(X1 − Xi(t))

+ cg2r2(X2 − Xi(t)) + cg3r3(X3 − Xi(t))) (35)

Xi(t + 1) = Xi(t) + Vi(t + 1) (36)

where r1, r2, r3 are random values [0, 1], cg1, cg2, and cg3 are
variables determined using Table 2.

As shown in Table 2, The wolves are divided into four au-
tonomous groups in the proposed algorithm, with different be-
haviors of the wolves in the groups. The core concept of au-
tonomous groups is inspired by the diversity of individuals in the
animal herd. The wolves’ movement is controlled by acceleration
Using a New Hybrid Methodology for Optimal... 207
parameters. These parameters’ updating models are shown in Ta-
ble 2. The mathematical models of these parameters are nonlinear
time-varying models with varying slopes, interception points, and
curvatures. The variety of models adds value to the algorithm
by allowing the wolves to explore the search space both locally
and globally thoroughly. The parameters can be tuned to achieve
a balance between the exploitation and exploration phases, as
well as convergence on the global optimal solution. During the
early stages of optimization, search agents are incentivized to
disperse across the entire search space. As a result, rather than
grouping around local minima, search agents explore the entire
search space. The wolves use the information collected in the
later stages to converge on the optimal global solution.

Fig. 7 depicts the AGPSO-GWO algorithm flowchart. Firstly,
all individuals are randomly initialized in the search space. For
each iteration, the best solution is stored as alpha, the second as
beta, and the third as delta. Then, the position of alpha, beta, and
delta is updated according to Eq. (34). After that, the wolves are
randomly divided into four predefined autonomous groups, and
the coefficients cg1, cg2, and cg3 are altered by the mathematical
odel for each group. After that, the wolves’ velocities and posi-

ions are updated using Eqs. (35) and (36). The optimal solution
s defined if the maximum number of iterations is reached. If not,
roceed to the next iteration.

. Simulation results and discussion

In order to recognize the effectiveness and applicability of the
GPSO-GWO technique, the IEEE 30 and 118 bus systems have
een tested to find the optimum sitting and capacity of the FACTS
ontroller. The results of the proposed AGPSO-GWO approach
re compared with PSO, AGPSO, GWO, and IGWO algorithms to
erify the performance of the proposed AGPSO-GWO approach
ver other reported methods for the optimum allocation of the
ACTS problem. Besides, the proposed techniques had been com-
ared to SA (Kanaan and Mehanna, 2020) from the literature to
ssure their validity. The parameters settings of the comparative
echniques are listed in Table 3. The load flow analysis is obtained
ith the MATPOWER toolbox using the newton Raphson method

n the MATLAB packages. The proposed scheme is installed in an
ntel

®
Core™ i-8550U CPU @ 1.80 GHz 1.99 GHz with a setup

emory of 8.00 GB & a 64-bit operating system.
In terms of the objective function formulation, the optimiza-

ion problem is carried out with two cases: (1) mono-objective
ptimization and (2) multi-objective optimization. The optimiza-
ion problems are implemented on the two tested systems as the
ollowing.

.1. IEEE 30 bus system

The tested IEEE 30 bus system consists of six generators,
1 transmission lines. The system total active and reactive load
emands are 265.16 MW, 150.64 MVAR, respectively (Kanaan and
ehanna, 2020).

.1.1. Mono-objective optimization
Each objective function described in Eqs. (5)–(12) is performed

ndividually on the IEEE30-bus system with three different FACTS
evice installation scenarios: SVC only, TCSC only, and UPFC only.

.1.1.1. Installation of the SVC only. Table 4 provides the optimal
VC controller settings obtained from the proposed algorithms to
iminish the bus voltage deviation and active power losses of the
EEE 30-bus system. As shown in Table 4, in the case of mini-
izing the total active power losses as an individual objective

unction, the integration of SVC in the power system based on the
ifferent tested techniques reduced the total actual power losses
Laxmi  et al.
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Fig. 6. Flowchart of the IGWO algorithm.
Table 2
Update scheme of cg1 , cg2and cg3 .
Groups Update model of cg1 Update model of cg2 Update model of cg3
Group 1 1.95 − 2t1/3/T 1/3 2t1/3/T 1/3

+ 0.05 −2t1/3/T 1/3
+ 2.5

Group 2 −2t3/T 3
+ 2.5 2t3/T 3

+ 0.5 t/T + 1.25
Group 3 1.95 − 2t1/3/T 1/3 2t3/T 3

+ 0.5 −2t3/T 3
+ 2.5

Group 4 −2t3/T 3
+ 2.5 2t1/3/T 1/3

+ 0.05 t/T + 1.25
Table 3
Parameters settings of the comparative techniques.
Algorithm Setting

PSO c1 = c2 = 2, ω = 0.4 - 0.9, r1 , r2 = [0,1]
AGPSO c1 , c2 as in Table 1, ω = 0.4 - 0.9, r1 , r2 = [0,1]
GWO a decreased from 2 to 0, r1 , r2 = [0,1]
IGWO a decreased from 2 to 0, r1 , r2 = [0,1]
AGPSO-GWO cg1, cg2, cg3 as in Table 2, ω = 0.4 - 0.9, r1 , r2 = [0,1], a decreased from 2 to 0
from 7.44 to 6.7258 MW. The proposed AGPSO-GWO technique
provides the smallest SVC size to obtain the global minimum
value of total active power losses compared to the other methods.
In contrast, the SA technique provides the maximum size of the
SVC among the tested algorithms.

In addition, in the case of minimizing the bus voltage deviation
f the system as an individual objective function, the SVC instal-
ation in the power system based on the proposed algorithms,
xcepting the SA algorithm, reducing the voltage deviation from
.0324 p.u to 0.01271 p.u. In contrast, the SA algorithm has
chieved the highest VD value equal to 0.0141 p.u compared to
ther algorithms.
Table 5 shows the individual objective function of minimizing

he operational Cost (OC) based on SVC installation in the power
ystem. The OC of the power system is 5.8671*106 $ without the
nstallation of SVC devices. The results show that the integration
f SVC based on the proposed AGPSO-GWO, PSO, IGWO, and AG-
SO algorithms at bus 8 with size −21.1183 MVAR reduces the OC
Using a New Hybrid Methodology for Optimal... 208
to 5.6462*106 $. Although the GWO has the lowest power losses
and VD, it has the highest OC compared to other techniques.

The comparative convergence curves of the proposed tech-
niques are shown in Figs. 8–10 based on three individual ob-
jective functions (i.e., PL, VD, and OC) with the installation of the
SVC device. It is noted that the AGPSO-GWO algorithm provides a
better and faster solution than any other optimization technique.
It is also observed that the AGPSO-GWO algorithm finds the
global optimum in a small number of iterations compared to
the other algorithms. The GWO algorithm was trapped in a local
optimum and did not achieve the optimum global solution, as
shown in Figs. 8 and 10.

5.1.1.2. Installation of the TSCS only. Table 6 presents the opti-
mal settings of the TCSC controller obtained based on various
proposed algorithms to minimize the active power losses and
voltage division of the IEEE30 bus system. From Table 6, in the
case of minimizing total active power losses as the individual
objective function, the installation of the TCSC in the power
Laxmi  et al.
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Fig. 7. Flowchart of the AGPSO-GWO algorithm.
able 4
he optimal solution of all algorithms to reduce the active power losses and bus voltage deviation by installing SVC only.

SVC

Items PL is the only objective function VD is the only objective function

Without FACTS 7.44 MW 0.0324 p.u.

Algorithms LOC. (bus) Size (MVAR) PL (M.W.) VD (p.u.) LOC (bus) Size (MVAR) PL (M.W.) VD (p.u.)

SA Kanaan and Mehanna (2020) 8 −57.1700 6.7258 0.0170 8 79.6900 6.8232 0.0141
AGPSO 8 −57.1655 6.7258 0.0170 6 −100 6.9358 0.01271
IGWO 8 −57.1655 6.7258 0.0170 6 −100 6.9358 0.01271
AGPSO-GWO 8 −57.1635 6.7258 0.0170 6 −100 6.9358 0.01271
GWO 8 −57.1655 6.7265 0.0170 6 −100 6.9358 0.01271
PSO 8 −57.1655 6.7258 0.0170 6 −100 6.9358 0.01271

* Bold technique is referred to the best values as compared to the others.
Table 5
The optimal solution of all algorithms for minimization of OC at installation of SVC only.
Operational Cost (OC) is the only objective function

SVC

Without FACTS 5.867088*106 $

Algorithms LOC (bus) Size (MVAR) OC ($) PL (MW) VD (pu)

SA Kanaan and Mehanna (2020) – – – – –
AGPSO 8 −21.1183 5.6462*106 6.9999 0.0252
IGWO 8 −21.1183 5.6462*106 6.9999 0.0252
AGPSO-GWO 8 −21.1183 5.6462*106 6.9999 0.0252
GWO 8 −26.7726 5.6617*106 6.9188 0.0236
PSO 8 −21.1183 5.6462*106 6.9999 0.0252
system based on the SA algorithm reduced total actual power
losses from 7.44 to 7.1960 MW. The installation of the TCSC in
the power system based on the AGPSO-GWO, GWO, IGWO, and
AGPSO algorithms reduces the voltage deviation from 0.0324 to
0.0252 p.u. The optimal proposed location of the TCSC is at line
36, which is connected between buses 27 and 28 with the optimal
size −0.8 of the reactance of the connected line. Whereas the SA
algorithm suggested connecting the TCSC to the same line with a
different size equal to −0.7920 of the reactance of the connected
Using a New Hybrid Methodology for Optimal... 209
line, resulting in a higher voltage deviation value (0.0254 p.u.)
with higher power losses (7.2607 MW). On the other hand, the
PSO algorithm proposed the location of the TCSC at line No. 16,
connected between busses 12 and 13, with the size −0.8 of the
reactance of the connected line, leading to the highest voltage
deviation value (0.0273 p.u.) as compared to other proposed
methodologies.

The optimal solution of all algorithms to minimize the OC
based on the integration of TCSC in the power system is shown
Laxmi  et al.
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Fig. 8. Convergence curves of all algorithms for the installation SVC in the system for minimization of active power losses.
Fig. 9. Convergence curves of all algorithms for the installation of SVC in the system for minimization of voltage deviation.
Fig. 10. Convergence curves of all algorithms for the installation of SVC in the system for minimization of the OC.
h
T

n Table 7. In this case, the proposed AGPSO-GWO, PSO, IGWO,

nd AGPSO techniques minimize the OC to 5.7975*106 $. In

contrast with other algorithms, the optimal sitting and capacity

of the TCSC based on the AGPSO-GWO approach resulted in a

simultaneous reduction of the VD and OC to the minimum values.
 n
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In conclusion, although the SA algorithm has the best results
with the power losses objective function, it has the highest values
with VD and OC objective functions.

As shown in Figs. 11–13, the AGPSO-GWO algorithm ex-
ibits the best performance during the optimization process.
he AGPSO-GWO algorithm finds the global optima in fewer
umbers of iterations than other algorithms. The PSO algorithm
Laxmi  et al.
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The optimal solution of all algorithms for active power losses and voltage deviation at installation of TCSC.
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Items PL is the only objective function VD is the only objective function

TCSC

Without FACTS 7.44 MW 0.0324 p.u

Algorithms LOC. (line) Size (%) PL (MW) VD (pu) LOC. (line) Size (%) PL (MW) VD (pu)

SA Kanaan and Mehanna (2020) 16 −0.7999 7.1960 0.0274 36 −0.7920 7.2607 0.0254
AGPSO 16 −0.8 7.1986 0.0274 36 −0.8 7.2586 0.0252
IGWO 16 −0.8 7.1986 0.0274 36 −0.8 7.2586 0.0252
AGPSO-GWO 16 −0.8 7.1986 0.0274 36 −0.8 7.2586 0.0252
GWO 16 −0.8 7.1986 0.0274 36 −0.8 7.2586 0.0252
PSO 16 −0.8 7.1986 0.0274 16 −0.8 7.1986 0.0273
Table 7
The optimal solution of all algorithms for minimization of OC at installation of TCSC only.
Operational Cost (OC) is the only objective function

TCSC

Without FACTS 5.867088*106 $

Algorithms LOC (line) Size (%) OC ($) PL (MW) VD (pu)

SA – – – – –
AGPSO 11 −0.7253 5.7975*106 7.3152 0.0326
IGWO 11 −0.7253 5.7975*106 7.3152 0.0326
AGPSO-GWO 11 −0.7262 5.7975*106 7.3150 0.0326
GWO 11 −0.8 5.7995*106 7.3018 0.0326
PSO 11 −0.7253 5.7975*106 7.3152 0.0326
Fig. 11. Convergence curves of all algorithms for the TCSC only in the system for minimization of real power losses.
as trapped in a local optimum and did not achieve the optimum
lobal minimum voltage deviation value as illustrated in Fig. 12.
n addition, the GWO algorithm was trapped in a local optimum
nd did not achieve the optimum global minimum of OC value as
llustrated in Fig. 13.

5.1.1.3. Installation of the UPFC only. Table 8 displays the optimal
ettings of the UPFC device for minimizing the active power
osses and voltage division of the IEEE 30 bus system based on
ifferent proposed techniques. From Table 8, in the case of min-
mizing total active power losses as the only objective function,
he installation of the UPFC based on the SA algorithms reduced
he total real power losses from 7.44 to 6.5440 MW with high
apacities values as compared to the AGPSO-GWO technique. The
roposed locations of the UPFC are at bus 9 and line 11 with sizes
89.284 MVAR and −0.7474 of the reactance of the connected

ine. The non-optimized location of FACTS controllers results in
oor objective values, as shown in Table 8. Whereas the non-
ptimum UPFC location and size result in higher objective values
han the optimized location. According to the GWO, PSO, and
GPSO algorithms, the PL value is 6.5991, 6.7258, and 6.5565
W, respectively. In comparison, the optimal location using the
GPSO-GWO, IGWO, and SA yields 6.5467, 6.5467, and 6.5440
W, respectively.
Using a New Hybrid Methodology for Optimal... 211
Also, Table 8 demonstrates that in the case of minimizing
the voltage deviation of the system as the individual objective
function, the installation of the UPFC based on the AGPSO-GWO,
IGWO, and AGPSO algorithms reduces the voltage deviation from
0.0324 to 0.0123 p.u as the best results as compared to SA, GWO,
and PSO algorithms. The optimal proposed location of the UPFC
is at bus 6 and line 12, which is connected between buses 6 and
10 with sizes −99.6857 MVAR and −0.8 of the reactance of the
connected line. Whereas, the SA algorithm suggested connecting
the UPFC at bus 8 and line 10 which is connected between buses 6
and 8 with size −99.8000 MVAR and −0.6231 of the reactance of
the connected line, resulting in a higher voltage deviation (0.0124
p.u.). On the other hand, the PSO algorithm proposed the optimal
location of the UPFC at bus 6 and line 41, which is connected
between buses 6 and 28, with sizes −99.6857 MVAR and 0.2
of the reactance of the connected line, resulting in the highest
voltage deviation value (0.0127 p.u.).

The optimal solution of all algorithms to minimize the OC
based on the location of UPFC is shown in Table 9. The instal-
lation of the UPFC based on the AGPSO-GWO, IGWO, and AGPSO
algorithms minimizes the OC to 5.6675*106 $. On the other hand,
the optimum location and size of the UPFC based on the PSO and
GWO technique resulted in the highest OC values that equal to
5.7394*106 and 5.7414*106 $, respectively.
Laxmi  et al.
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Fig. 12. Convergence curves of all algorithms for the TCSC only in the system for minimization of voltage deviation.
Fig. 13. Convergence curves of all algorithms for the installation of TCSC in the system for minimization of the OC.
Table 8
The optimal solution of all algorithms for active power losses and voltage deviation at installation of UPFC.
Items PL is the only objective function VD is the only objective function

Without FACTS 7.44 MW 0.0324 p.u.

UPFC

Algorithms LOC. Size PL (MW) VD (pu) LOC Size V.D (pu) PL (MW)

SA Kanaan and Mehanna (2020) bus 9 −89.284 6.5440 0.0144 bus 8 −99.8000 0.0124 7.1053line 11 −0.7474 line 10 −0.6231

AGPSO bus 10 −71.7483 6.5565 0.0175 bus 6 −99.6857 0.0123 6.6788line 12 −0.8 line 12 −0.8

IGWO bus 9 −88.3250 6.5467 0.0146 bus 6 −99.6857 0.0123 6.6787line 11 −0.7247 line 12 −0.8

AGPSO-GWO bus 9 −88.3249 6.5467 0.0146 bus 6 −99.6857 0.0123 6.6787line 11 −0.7247 line 12 −0.8

GWO bus 10 −88.3250 6.5991 0.0155 bus 6 −100 0.0126 6.9150line 12 −0.8 line 6 0.2

PSO bus 8 −57.1574 6.7258 0.0170 bus 6 −99.6857 0.0127 6.9313line 40 0.0168 line 41 0.2
As illustrated from Figs. 14–16, the AGPSO-GWO technique

exhibits the best performance during the optimization process.
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The AGPSO-GWO algorithm finds the global optima in fewer

numbers of iterations as compared to other algorithms. From
Laxmi  et al.
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Table 9
The optimal solution of all algorithms for minimization of OC at installation of UPFC only.
Operational Cost (OC) is the only objective function

UPFC

Without FACTS 5.8671*106 $

Algorithms LOC Size OC ($) PL (MW) VD (pu)

SA Kanaan and Mehanna (2020) bus – – - - -line – –

AGPSO bus 6 −18.2164 5.6675*106 7.0378 0.0271line 11 −0.8

IGWO bus 6 −18.2164 5.6675*106 7.0378 0.0271line 11 −0.8

AGPSO-GWO bus 6 −18.2146 5.6675*106 7.0378 0.0271line 11 −0.8

GWO bus 8 −27.3498 5.7414*106 6.9122 0.0253line 40 0.1455

PSO bus 10 −16.0963 5.7394*106 7.1762 0.0282line 25 −0.263651
Fig. 14. Convergence curves of all algorithms for the UPFC only in the system for minimization of real power losses.
Fig. 15. Convergence curves of all algorithms for the UPFC only in the system for minimization of voltage deviation.
Fig. 14, it is noted that the AGPSO algorithm was almost trapped
in a local optima. The PSO and GWO algorithms were trapped in a
local optimum and did not achieve the optimum global minimum
values of the PL, VD, and OC as shown in Figs. 14, 15, and 16,
espectively.

.1.2. Multi-objective optimization
In this article, the multi-objective function via the proposed

echniques are performed to minify the active power losses, volt-
ge deviation, and system operating cost simultaneously in three
ases of FACTS device installation: SVC only, TCSC only, and UPFC.
The multi-objective function plays an important role in the

erformance of the optimization technique process for ensuring
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the global minimum. This issue can be achieved only based on
the optimal evaluating of the weighting factors of the proposed
fitness function. Therefore, the AGPSO-GWO algorithm has been
carried out via multi-objective function (F) using Eq. (13) to
evaluate the most suitable weighting factors’ values via selecting
the optimum capacity and sitting of the SVC as a case study.
In this regard, for the 30-bus IEEE system, Table 10 illustrates
the variation of the targeted quantities values (PL, VD, and OC)
with changes in the weighting factors’ values. The most applicable
weighting factors are 0.1, 0.1, and 0.8; these values simultane-
ously ensure the balance between PL, VD, and OC values with the
lowest capacity of the SVC device installation, unlike all cases in
Table 10.
Laxmi  et al.
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Fig. 16. Convergence curves of all algorithms for the installation of UPFC in the system for minimization of the OC.
Table 10
The optimal solution of all algorithms at different values of weight factors by the installation of SVC for multi-objective optimization
problem.
Weighting factors F Bus SVC_ size (MVAR) OC ($) PL (MW) VD (pu)

(1,1,1) 2.4965 8 −54.9657 6.1931*106 6.7268 0.0174
(0.8,0.1,0.1) 0.8825 8 −56.1313 6.2310*106 6.7260 0.0172
(0.1,0.8,0.1) 0.5745 8 −73.0000 6.9175*106 6.7744 0.0148
(0.1, 0.1, 0.8) 0.9377 8 −28.5686 5.6732*106 6.8961 0.0232
(0.7,0.2,0.1) 0.8433 8 −63.3989 6.4953*106 6.7335 0.0161
(0.2,0.7,0.1) 0.6198 8 −73.0000 6.9175*106 6.7744 0.0148
(0.2,0.1,0.7) 0.9334 8 −30.5925 5.6897*106 6.8724 0.0226
(0.6,0.3,0.1) 0.8009 8 −69.6569 6.7611*106 6.7562 0.0152
(0.3,0.6,0.1) 0.6652 8 −73.0000 6.9175*106 6.7744 0.0148
(0.1,0.3,0.6) 0.9284 8 −33.0394 5.7150*106 6.8461 0.0220
(0.6,0.2,0.2) 0.8610 8 −55.4875 6.2099*106 6.7264 0.0173
(0.2,0.2,0.6) 0.9027 8 −37.8722 5.7817*106 6.8021 0.0208
(0.2,0.6,0.2) 0.6920 8 −73.0000 6.9175*106 6.7744 0.0148
(0.5,0.1,0.4) 0.9155 8 −38.8247 5.7974*106 6.7947 0.0206
(0.5,0.4,0.1) 0.7559 8 −73.0000 6.9175*106 6.7744 0.0148
(0.5,0.2,0.3) 0.8748 8 −48.6472 6.0094*106 6.7404 0.0186
(0.5,0.3,0.2) 0.8224 8 −61.3813 6.4171*106 6.7293 0.0164
(0.1,0.5,0.4) 0.7800 8 −59.1743 6.3358*106 6.7266 0.0167
(0.4,0.1,0.5) 0.9226 8 −34.4230 5.7318*106 6.8325 0.0217
(0.3,0.5,0.2) 0.7374 8 −71.7734 6.8590*106 6.7673 0.0150
(0.2,0.3,0.5) 0.8649 8 −47.8983 5.9901*106 6.7431 0.0187
5.1.2.1. Installation of the SVC only. In this section, all tested
rograms determined the optimum allocation of the SVC in the
EEE 30-bus system to minimize active power losses, bus voltage
eviation, and system operating cost at the same time using
he Eq. (13) as multi-objective function (F). As illustrated from
able 11, the optimal installation of the SVC with size −28.5666
VAR at bus 8, based on AGPSO-GWO, AGPSO, and IGWO tech-
iques is resulting in a reduction of active power losses, bus
oltage deviation, and system operating cost to be 6.8961 MW,
. 0231 p.u, and 5.6731*106 $, respectively. Without optimal SVC
nstallation, these values were 7.44MW, 0.0324 p.u, 5.8671*106

, respectively. Table 11 also revealed that the GWO algorithm
ailed to achieve the optimal solution, as it chose a non-optimal
VC allocation, resulting in higher PL and VD values than other
rograms. Whereas the PL and VD values of GWO are 6.9433
W and 0. 0241 p.u, respectively. From Fig. 17, the AGPSO-GWO
lgorithm shows the best performance during the optimization
rocess. The AGPSO-GWO algorithm finds a global optimum so-
ution faster than other algorithms. The GWO algorithm has been
rapped in a local optimum and has not achieved the optimum
lobal minimum value of F.

.1.2.2. Installation of the TCSC only. As seen from Table 12, the
ptimal sittings of the TCSC based on AGPSO-GWO, AGPSO, and

GWO algorithms is resulting in a reduction of active power
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losses, bus voltage deviation, and system operating costs to 7.2542
MW, 0. 0286 p.u, and 5.8234*106 $, respectively. The optimal
placement of the TCSC is the connection to line 16 with a size
−0.6521 MVAR. Whereas, the GWO algorithm provided the largest
size of the TCSC resulted in a minimum PL value that required
the highest OC value compared to the other algorithms. Table 12
also shows that the size of the TCSC based on the PSO algorithm
results in minimum PL and OC values compared to the other
techniques. As depicted in Fig. 18, the AGPSO-GWO algorithm
shows the best performance during the optimization process,
among other algorithms. Fig. 18 also illustrates that the GWO
algorithm has been trapped in a local optimum and has not
achieved the optimum global minimum value of F.

5.1.2.3. Installation of the UPFC only. In this section, the UPFC is
installed in the IEEE 30-bus system to minimize the considered
multi-objective function. Table 13 illustrates the minimum value
of the PL that is 6.9120 MW. This issue can be achieved by
installing the UPFC in the system based on the IGWO and AGPSO-
GWO algorithms. AGPSO-GWO technique achieved the optimal
global solutions compared to other algorithms by installing UPFC
at bus 6 and line 11 with a size of −29.6436 MVAR and −0.8
of the connected line’s reactance. According to the optimal UPFC

setting based on the AGPSO-GWO algorithm, the system’s bus

Laxmi  et al.
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Table 11
The optimal solution of all algorithms for minimization of the multi-objective optimization problem at installation
of SVC only.
PL, VD, and OC values at weighting factors 0.1, 0.1, 0.8 (best Fitness)

Without FACTS 7.44 MW, 0.0324 pu, 5.8671*106 $

SVC

Algorithms LOC bus Size MVAR Pl value MW VD pu OC $ F

AGPSO 8 −28.5666 6.8961 0.0231 5.6731*106 0.9377
IGWO 8 −28.5666 6.8961 0.0231 5.6731*106 0.9377
AGPSO-GWO 8 −28.5666 6.8961 0.0231 5.6731*106 0.9377
GWO 8 −24.9490 6.9433 0.0241 5.6533*106 0.9387
PSO 8 −28.7136 6.8943 0.0231 5.6742*106 0.9377
Fig. 17. Convergence curves for minimization of the multi-objective optimization problem at installation of SVC only.
Table 12
The optimal solution of all algorithms for minimization of the multi-objective optimization problem at the installation
of TCSC only.
PL, VD, and OC values at weighting factors 0.1, 0.1, 0.8 (best Fitness)

TCSC

Without FACTS 7.44 MW, 0.0324 pu, 5.867088*106 $

Algorithms LOC line Size PL MW VD pu OC $ F

AGPSO 16 −0.6521 7.2542 0.0286 5.8234*106 0.9798
IGWO 16 −0.6521 7.2542 0.0286 5.8234*106 0.9798
AGPSO-GWO 16 −0.6521 7.2542 0.0286 5.8234*106 0.9798
GWO 16 −0.8000 7.1986 0.0273 5.8802*106 0.9828
PSO 16 −0.6360 7.2599 0.0287 5.8202*106 0.9798
Fig. 18. Convergence curves for the multi-objective optimization problem minimization at the TCSC installation only.
voltage deviation and operating costs were reduced to 0.0241 pu
and 5.7054*106 $, respectively.

As shown in Fig. 19, the AGPSO-GWO algorithm finds the
global optimum solution faster than the other algorithms. The
232
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GWO and PSO algorithms were trapped at the optimum local

value of F, resulting in the GWO achieving the highest OC value

and the PSO algorithm achieving the highest PL value.
Laxmi  et al.
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Fig. 19. Convergence curves for minimization of the multi-objective optimization problem at installation of UPFC only.
Table 13
The optimal solution of all algorithms for minimization of the multi-objective optimization problem at installation of UPFC only.
PL, VD, and OC values at weighting factors 0.1, 0.1, 0.8 (best Fitness)

UPFC

Without FACTS 7.44&0.0324&5.8671*106

Algorithms LOC Size OC ($) PL (MW) VD (pu) F

SA Bus – – - - - -Line – –

AGPSO Bus 6 −29.5166 5.7046*106 6.9133 0.0241 0.9451Line 11 −0.8

IGWO Bus 6 −29.6441 5.7054*106 6.9120 0.0241 0.9451Line 11 −0.8

AGPSO-GWO Bus 6 −29.6436 5.7054*106 6.9120 0.0241 0.9451Line 11 −0.8

GWO Bus 8 −28.1192 5.7720*106 6.9330 0.0232 0.9518Line 40 −0.8

PSO Bus 8 −23.9598 5.6985*106 6.9599 0.0244 0.9457Line 40 0.4023
Fig. 20. The placement of FACTS devices on the IEEE-30 bus system.
Fig. 20 shows a single-line diagram of the IEEE 30 bus system,

as well as a visual demonstration of the optimal placement of var-

ious FACTS controllers on the system based on the AGPSO-GWO

technique, as seen in Tables 11–13.
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5.2. IEEE 118

The standard IEEE 118-bus test system consists of 54 gen-
erating units interconnected with 186 transmission lines. Their
11 branches are equipped with tap changing transformers, and
the three branches having shunt capacitors. Bus 1 is selected as
a slack bus. The total active power demand is 4242 MW, and
Laxmi  et al.
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Table 14
The optimal solution of all algorithms for different values of weight factors for the multi-objective optimization
problem.
Weighting factors F Bus SVC_ size (MVAR) OC ($) PL (MW) VD (pu)

(1,1,1) 2.9464 52 −45.3705 1.0554*108 133.1035 0.0811
(0.8,0.1,0.1) 0.9953 52 −33.3965 1.0511*108 132.9149 0.0820
(0.1,0.8,0.1) 0.9466 52 −63.4427 1.0647*108 133.5398 0.0806
(0.1, 0.1, 0.8) 0.9973 52 −13.3092 1.0474*108 132.7948 0.0843
(0.7,0.2,0.1) 0.9894 52 −43.7966 1.0548*108 133.0740 0.0812
(0.2,0.7,0.1) 0.9540 52 −61.9732 1.0638*108 133.4979 0.0806
(0.2,0.1,0.7) 0.9966 52 −23.5326 1.0488*108 132.8239 0.0830
(0.6,0.3,0.1) 0.9828 52 −50.1218 1.0575*108 133.2011 0.0809
(0.3,0.6,0.1) 0.9614 52 −60.2165 1.0628*108 133.4492 0.0806
(0.1,0.3,0.6) 0.9965 52 −23.9170 1.0488*108 132.8263 0.0829
(0.6,0.2,0.2) 0.9899 52 −41.5569 1.0539*108 133.0344 0.0813
(0.2,0.2,0.6) 0.9916 52 −37.9717 1.0526*108 132.9771 0.0816
(0.2,0.6,0.2) 0.9624 52 −58.4684 1.0618*108 133.4023 0.0806
(0.5,0.1,0.4) 0.9961 52 −27.9666 1.0497*108 132.8574 0.0825
(0.5,0.4,0.1) 0.9758 52 −54.5703 1.0597*108 133.3037 0.0807
(0.5,0.2,0.3) 0.9904 52 −39.7436 1.0532*108 133.0045 0.0815
(0.5,0.3,0.2) 0.9835 52 −48.0636 1.0566*108 133.1573 0.0810
(0.1,0.5,0.4) 0.9718 52 −60.3827 1.0629*108 133.4537 0.0806
(0.4,0.1,0.5) 0.9963 52 −26.8111 1.0494*108 132.8475 0.0826
(0.3,0.5,0.2) 0.9696 52 −55.6604 1.0603*108 133.3304 0.0807
(0.2,0.3,0.5) 0.9852 52 −42.6402 1.0543*108 133.0532 0.0813
Table 15
Solution of all algorithms at the installation of the SVC in the IEEE 118-bus system for the multi-objective
minimization problem.
PL, VD, and Oc values at weighting factors 0.1,0.1,0.8 (best Fitness)

SVC

Without FACTS 132.8629 MW, 0.0866 pu, 1.0475*108 $

Algorithms LOC bus Size MVAR PL value M.W. VD pu OC $ F

AGPSO 52 −13.3756 132.7948 0.0843 1.0475*108 0.9973
IGWO 52 −13.3754 132.7948 0.0843 1.0475*108 0.9973
AGPSO-GWO 52 −13.3092 132.7948 0.0843 1.0474*108 0.9973
GWO 52 −12.7451 132.7952 0.0844 1.0474*108 0.9974
PSO 51 −14.1667 132.7948 0.0847 1.0475*108 0.9978
Table 16
Solution of all algorithms at the installation of the TCSC in the IEEE 118-bus system to minimize the multi-objective
optimization problem.
PL, VD, and OC values at weighting factors 0.1, 0.1, and 0.8 (best Fitness)

TCSC

Without FACTS 132.8629 MW& 0.0866 pu & 1.0475*108 $

Algorithms LOC ( line) Size (%) PL (MW) VD ( pu) OC ($) F

AGPSO 96 −0.5473 130.4431 0.0858 1.0337*108 0.9868
IGWO 96 −0.5473 130.4431 0.0858 1.0337*108 0.9868
AGPSO-GWO 96 -0.5483 130.4395 0.0858 1.0337*108 0.9868
GWO 105 0.2000 132.5572 0.0866 1.0452*108 0.9981
PSO 38 −0.6877 131.1699 0.0859 1.0350*108 0.9883
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reactive power demand is 1438 MVAR. The system data of 118-
bus IEEE power system can be deduced in ben oualid Medani et al.
2018). Initially, the system’s total real power loss and voltage
eviation without FACTS installation is 132.8629 MW and 0.0866
.u., respectively, with an operating cost of 1.0475*108 $. The

optimum placement and sizing of the SVC, TCSC, and UPFC in
the IEEE 118 bus system have been calculated to minimize the
multi-function described in Eq. (13). Therefore, the AGPSO-GWO
algorithm has been carried out via a multi-objective function (F)
process to evaluate the most suitable weighting factors’ values
(w1, w2, w3) via selecting the optimum capacity and sitting of the
SVC as a case study, as illustrated in Table 14. The results obtained
from Table 14 reveal that the changes in the values of the weight
actors lead to changes in the values of the target quantity (PL,
V, and OC). The most applicable weighting factors are 0.1, 0.1,
nd 0.8, whereas these values ensure the simultaneous balance
etween PL, VD, and OC values with the lowest values of the SVC
apacity, OC, and PL, unlike all cases in Table 14., unlike all cases
n Table 14.
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.2.1. Installation of the SVC only
The optimal location and capacity of the SVC in the IEE118-

us system based on the proposed algorithms to minimize the
ulti-objective function are shown in Table 15. The proposed
GPSO-GWO technique provided the optimum size of the SVC,
hich yielded the minimum OC value compared to other algo-
ithms. The PL, DV, and OC values are reduced to 132.7948 MW,
.0843 p.u, and 1.0474*108 $, respectively. As can be seen in Ta-
le 15, the GWO method obtained the highest power losses value,
hile the PSO algorithm obtained the highest bus voltage devia-
ion value. The convergence curves of all proposed algorithms via
VC device installation in the IEEE 118 system are demonstrated
n Fig. 21. From this figure, the AGPSO-GWO algorithm finds the
lobal optimum solution faster than the other algorithms. On
he other hand, the GWO and PSO algorithms were trapped at
he local optimum value of F and did not achieve the optimal
olutions.
Laxmi  et al.
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Fig. 21. Convergence curves of all algorithms when the SVC is connected in the IEEE 118-bus system to minimize the multi-objective optimization problem.
Fig. 22. Convergence curves of all algorithms when the TCSC is installed in the IEEE 118 system to minimize the multi-objective optimization problem.
Fig. 23. Convergence curves of all algorithms when the UPFC is installed in the IEEE 118 system to minimize the multi-objective optimization problem.
b
G
f
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.2.2. Installation of the TCSC only
As shown in Table 16, the proposed AGPSO-GWO approach

outperformed other compared programs by providing optimum
TCSC settings that ensured the minimizing of the PL, DV, and OC
values and obtained the global minimum value of F. From Ta-
le 16, the proposed AGPSO-GWO technique achieved the lowest
L value compared to other comparison algorithms.
 f

Using a New Hybrid Methodology for Optimal... 218
As shown in Fig. 22, the AGPSO-GWO algorithm achieves the
est performance during the optimization procedure. The AGPSO-
WO algorithm finds the global optimal value of the fitness
unction in the fewest iterations. It is noticed that the PSO and
WO algorithms failed to obtain the minimum global value of the
itness function.
Laxmi  et al.
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Table 17
Solution of all algorithms at the installation of the TCSC in the IEEE 118-bus system to minimize the multi-objective
optimization problem.
PL, VD, and OC values at weighting factors 0.1, 0.1, and 0.8 (best Fitness)

UPFC

Without FACTS 132.8629 MW, 0.0866 pu, and 1.0475*108 $

Algorithms LOC Size PL (MW) VD (pu) OC ($) F

AGPSO bus 38 −20.4460 129.8099 0.0851 1.0301*108 0.9827line 96 −0.8

IGWO bus 38 −3.0025 129.9801 0.0854 1.0280*108 0.9816line 96 −0.7296

AGPSO-GWO bus 38 −3 129.9798 0.0854 1.0280*108 0.9816line 96 −0.7299

GWO bus 21 −17.3277 132.7883 0.0836 1.0478*108 0.9968line 27 0.2

PSO bus 21 −17.4416 132.7886 0.0836 1.0478*108 0.9968line 27 0.2
Fig. 24. The placement of FACTS devices on the IEEE-118 bus system.
.2.3. Installation of the UPFC only
Table 17 summarizes the simulation results and lists the opti-

al size and location of UPFC based on the proposed algorithms.
or each technique, Table 17 also reports the corresponding PL,
D, and OC values for the tested IEEE 118 bus system without
ACTS installation.
The optimal settings of the UPFC based on the AGPSO-GWO

lgorithm have been achieved the smallest size of UPFC (MVAR)
ith balanced and optimum values of PL, VD, and OC compared to
he other algorithms. Although the AGPSO has the lowest power
osses and VD values, it has the largest UPFC size and OC value
ompared to the other proposed techniques.
As shown in Fig. 23, the AGPSO-GWO approach has a signifi-

ant convergence profile relative to all other algorithms. It quickly
chieves the optimal solution, followed by an IGWO algorithm,
hile the other algorithms have not attained the global minimum
alue of the fitness function.
Fig. 24 shows a single-line diagram of the IEEE 118-bus sys-

em, as well as a visual demonstration of the optimal place-
ent of various FACTS controllers on the system based on the
GPSO-GWO technique, as seen in Tables 15–17.
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Table 18
Criteria of evaluations of the proposed techniques Tolba et al. (2020).
Criteria Equation

Relative error ( RE)
∑nr

i=1(Fi−Fmin)
Fmin

.100%

Mean absolute error ( MAE)
∑nr

i=1(Fi−Fmin)
nr

Root mean square error ( RMSE)
√ ∑nr

i=1(Fi−Fmin)2

nr

Standard deviation (S.D.)
√ ∑nr

i=1(Fi−Fmin)2

nr

6. Statistical evaluation of the results

In order to demonstrate the robustness of the AGPSO-GWO
method, a statistical performance assessment based on Ref. (Tolba
et al., 2020) is carried out for all methods at 30 runs and 50 search
agents. The mathematical expressions of the assessment criteria
are shown in Table 18. The numerical values of the evaluation
criteria for all algorithms when installing SVC, TCSC, and UPFC in
the IEEE 30 bus system to optimize the multi-objective function
are set out in Table 19. As illustrated in Table 19, the proposed
Laxmi  et al.
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Table 19
Numerical values for evaluation criteria.
Installation of the SVC

Criteria Technique

PSO GWO AGPSO IGWO AGPSO-GWO

RE 6.1905*10−2 6.02*10−4 3.1346*10−7 4.0808*10−10 1.1067*10−12

MAE 6.0198*10−4 4.5171*10−4 3.0482*10−9 3.9683*10−12 1.0762*10−14

RMSE 3.2937*10−3 2.4715*10−3 1.6696*10−8 9.6048*10−12 4.9343*10−14

SD 3.2936*10−3 2.4714*10−3 1.6475*10−8 8.8962*10−12 4.8978*10−14

Installation of the TCSC

Criteria Technique

PSO GWO AGPSO IGWO AGPSO-GWO

RE 3.5401*10−2 1.2001*10−3 1.6626*10−12 6.4929*10−13 1.9754*10−13

MAE 3.4685*10−4 1.1795*10−4 1.6577*10−12 6.3616*10−15 1.9355*10−15

RMSE 1.8998*10−3 1.7650*10−4 1.6864*10−12 1.1394*10−14 2.9250*10−15

SD 1.8997*10−3 1.3355*10−4 3.1503*10−13 9.6150*10−15 2.2310*10−15

Installation of the UPFC

Criteria Technique

PSO GWO AGPSO IGWO AGPSO-GWO

RE 8.7419*10−2 9.0761*10−2 6.3382*10−2 5.9018*10−2 7.2659*10−3

MAE 8.2622*10−4 9.0364*10−4 5.9905*10−4 5.5780*10−4 6.8672*10−5

RMSE 2.8540*10−3 1.2736*10−2 2.1702*10−3 1.9965*10−3 1.9492*10−4

SD 2.8381*10−3 4.5285*10−3 2.7957*10−3 1.9498*10−3 1.8554*10−4
 
 
 
 
 
 
 
 
 

s

R

A
V
T

AGPSO-GWO algorithm is superior with accurate performance
to deduce the optimum allocation of FACTS devices in the IEEE
30-bus power in comparison with the other proposed techniques.

7. Conclusion

Meta-heuristic algorithms have been extensively used to al-
ocate different types of FACTS devices such as Static Var Com-
ensator (SVC), Thyristor-Controlled Series Compensator (TCSC),
nd Unified power flow controller (UPFC). One of the most popu-
ar techniques is the GWO algorithm, characterized by an easy
mplementation, a few variables that have to be adapted, and
ast conversion to the final solution. Despite these advantages, it
uffers from a loss of diversity that results in trapping in local
ptima. This paper proposed a new hybrid algorithm, namely the
GPSO-GWO algorithm, to address the standard GWO algorithm’s
ssues. The suggested technique used the enhanced strategy of
he AGPSO technique to improve the accuracy and efficiency
f the classic GWO algorithm. The AGPSO-GWO algorithm has
een applied on the IEEE 30 and 118 bus power systems (as
medium and large scale) to determine the optimum location
nd size of the SVC, TCSC, and UPFC individually. The FACTS
re allocated to minimize active power loss, voltage deviation,
nd power system operating cost. These objectives have been
ptimized in single and multi-objective forms. Simulation re-
ults proved the effectiveness of the new approach (AGPSO-GWO
echnique) in optimizing the single and multi-objective func-
ions. Besides, the locations of FACTS devices and ratings have
een determined simultaneously. The findings show that optimal
ACTS devices allocation diminishing power loss and voltage
eviation as well as the system operating cost. In addition, the
on-optimized location leads to poor objective values for single
nd multi-objective optimization. The PSO, GWO, SA, AGPSO,
nd IGWO algorithms have been used to confirm the validity of
he proposed method. Numerical results and conversion curves
llustrated that the AGPSO-GWO technique had outperformed
he other comparable algorithms. The simulation evidently re-
eals that the AGPSO-GWO approach has a significantly higher
onvergence profile than all other algorithms. The proposed al-
orithm finds the optimum global value quickly while avoiding
ocal optimum trapping. Statistical analyses such as RE, MAE,
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RMES, SD have been performed on the proposed algorithm and
compared to other existing algorithms used in the literature. The
results validate the suggested algorithm’s superiority over other
algorithms. The authors intend to apply the proposed algorithm
to a real-network in future work. Moreover, the current paper
is considered as the first stage of the proposed research idea to
integrate the SVC, TCSC, and the UPFC as a combination of TCSC
and SVC. The second stage is considering the active power balance
in DC bus of the UPFC besides studying its effect on the proposed
ystem.
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a b s t r a c t 

Today, the Internal Combustion Engine (ICE) is gradually being replaced by electric motors, which results in
higher efficiency and low emission of greenhouse gases. The electric vehicle either works wholly or partially on
electrical energy generated from batteries and ultra-capacitors. The battery or ultra-capacitor is either charged
from the AC supply connected to a grid line in a plug-in electric vehicle or from ICE in a hybrid electric vehicle.
Alternatively, the battery charges from the traction motor by regenerative braking. In the reverse direction, the
energy from the battery or ultra-capacitor is injected into the AC grid line in the plug-in electric vehicle. Power
electronic converters play a vital role in the conversion process from grid line to traction motor and in the re- 
verse direction. In this paper, the role of power electronics converters in an electric vehicle is elaborated. The
bidirectional DC-DC converter plays a vital role in the power conversion process of electric vehicles. The existing
bidirectional DC-DC converter topologies are discussed with a comprehensive review, comparison, and applica- 
tion. Additionally, the advancement in power electronics converters to improve the efficiency and reliability of
the vehicular system is elaborated.
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. Introduction

Fossil fuel is depleting gradually due to excessive use to propel
n the conventional vehicular system ( Bhaskar, Padmanaban & Holm-
ielsen, 2019 b; Ida, Murakami & Tanaka, 2014 ; Querini, Dagostino,
orel & Rousseaux, 2012 ; Shareef, Islam & Mohamed, 2016 ;
illiamson, Rathore & Musavi, 2015 ; Yong, Ramachandaramurthy &

an, 2015 a). Moreover, the demand for fossil fuel is also gradually in-
reasing due to advancements in the vehicular system ( Afonso, Mar-
ues & Fuinhas, 2017 ; Gielen et al., 2019 ; Guo, Liu, Sun & Jin, 2018 ;
enniches, 2018 ). The efficiency of conventional ICE is nearly 20%.
he remaining energy is wasted as heat and Greenhouse Gases (GHG)
s a by-product after combustion ( Adams, Klobodu & Apio, 2018 ;
wasthia et al., 2017 ). Some key features of EVs are ease of operation;

ewer moving parts that reflect increasing efficiency, pollutant-free, ca-
able of frequently starting and stopping operation, and high starting
orque ( Adams et al., 2018 ). Apart from this, the electric vehicle is be-
oming an emerging concept in renewable generating facilities and ad-
anced grid systems ( Awasthia et al., 2017 ). In a Plug-in Electric Vehi-
&  
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le (PEV), the battery injects power into the gridline to overcome the
verload problem and to provide ancillary services ( Gough, Rowley &
alsh, 2014 ; Mukherjee & Gupta, 2015 ; Schaltz, Khaligh & Rasmussen,

009 ; Subramaniam et al., 2019 ). All these features of electric vehicles
re encouraging researchers to take this technology to the next level. 

In recent advancements in automobile system, advanced Power Elec-
ronics Converters (PECs) and motor drives play an essential role in
ehicular technology ( Baha & Thomas, 2013 ; Bhaskar et al., 2019 a;
haskar, Sanjeevikumar, Holm-Nielsen, Pedersen & Leonowicz, 2019 c;
madi, Rajashekara, Williamson & Lukic, 2005 ; Krishna, Daya, Sanjee-
ikumar & Mihet-Popa, 2017 ; Un-Noor, Padmanaban, Mihet-Popa, Mol-
ah & Hossain, 2017 ). In EVs, PECs and electric motor drives control
he flow of electrical energy within the vehicle or from the external
harging station or grid to the vehicle and vice versa ( Awasthia et al.,
017 ; Subramaniam et al., 2019 ). This makes EVs pollutant-free, more
fficient, higher performance and increases the durability of the ve-
icle ( Bhaskar et al., 2018 ; Daramy-Williams, Anable & Grant-Muller,
019 ; Daya et al., 2016 ; Lane et al., 2018 ; Li, Khajepour & Song, 2019 ;
ahami, Kazemi & Farhanghi, 2003 ; Wu & Gao, 2006 ; Zhao, He, Yao
 Huang, 2019 ; Zhou, Yang, Cai & Ying, 2018 ). In a conventional ICE
S. Sahoo et al.
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Fig. 1. General classification of electric vehicle.
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ehicle, 6 V to 12 V is needed to start up and to run other electric equip-
ent ( Miller & Webster, 1997 ). The hydraulic system such as brake

nd mechanically driven system such as steering is being replaced by
n electrically driven system, which makes it more efficient and safer
 Adams et al., 2018 ). The luxurious load such as power windows, high
ower headlamp, and auto start-up is introduced in advanced automo-
ile systems that demand higher power with different voltage ratings to
ork. Hence, power electronics converters are responsible for the ad-
ancement in EVs ( Chan, 2002 ). 

This paper will elaborate on the state-of-the-art of the PECs in the
attery, hybrid, fuel cell, and plug-in electric vehicle systems and com-
are the associated advantages and disadvantages of the existing PECs
or theze vehicular systems. In this paper, section-II elaborates the clas-
ifications of an electric vehicles, their structures, modes of operation,
nd the role of PECs in each vehicular system. Section-III deals with the
ole of PECs in existing electrical vehicular technology and discusses
he non-isolated bidirectional DC-DC converter. Section-IV includes the
hallenges in power electronics vehicular systems. 

. Types of electrical vehicle and role of power electronics

onverter

EVs use electrical energy to drive the vehicle and for the electri-
al appliances in the vehicle to function. According to the International
lectro-Technical Commission’s Technical Committee (IETCTC), if the
ehicle uses two or more energy sources, storage device, and converter
o drive the vehicle, then it’s called a Hybrid Electric Vehicle (HEV) as
ong as at least one source is providing electrical energy ( Awasthia et al.,
017 ). EVs are classified into different types according to the combina-
ion of sources ( Bayindir, Gozukucuk & Teke, 2011 ). The battery alone
orks as a source in the Battery Electric Vehicle (BEV), fuel cell and bat-

ery in Fuel Cell Electric Vehicle (FCEV), battery and ICE in HEV, and
attery and grid or external charging station in PEV as shown in Fig. 1 .
he details of the EV types are discussed in the following section. 

.1. Battery electric vehicle 

.1.1. Architecture of battery electric vehicle 

In a BEV, the battery provides power to drive the train of the vehi-
le ( Cassani & Williamson, 2009 ; Ehsani, Gao & Gay, 2005 ; Grunditz &
hiringer, 2016 ). The rechargeable battery storage unit acts as a fuel
ank in BEV. Therefore, the range of a BEV depends on the capacity
f the battery unit. Typically, once it is fully charged, the BEV covers
00 km to 250 km distance ( Awasthia et al., 2017 ). In BEV, ICE is re-
laced by an electric motor to propel which makes it a pollution-free
ehicle. The typical structure of BEV is shown in Fig. 2 (a). The 14 V to
In Electric Vechile Technologies... 223
00 V rechargeable batteries is used in BEV according to the type of vehi-
le. Light-duty, mid-duty, and heavy-duty vehicles need 14 V, 120 V and
50 V DC batteries, respectively ( Hegazy, Barrero & Van Mierlo, 2013 ;
usavi, Craciun & Gautam, 2014 ; Rodatz, Garcia & Guzzella, 2003 ).
wo operating modes are observed in BEV. The power from the battery

s transferred to the vehicle through a DC-DC converter and an inverter
n the battery operating mode. In regenerative braking mode, the power
enerated by traction motor transfers to the battery via rectifier and DC-
C converter. 

.1.2. Role of PECs in battery electric vehicle 

In BEV, the unidirectional step-up DC-DC converter is adopted to
oost the voltage as per the demand of the propelling system and elec-
rical load ( Adams et al., 2018 ; Awasthia et al., 2017 ). The low volt-
ge/power rated equipment, such as mobile charger receives supply
rom the battery. The DC voltage of the battery is transferred to a high
oltage DC bus through the step-up converter. The high voltage DC bus
upply power to higher voltage rated equipment such as projector lamps.
he function of the DC-AC inverter is to convert DC into a variable (volt-
ge and frequency) three-phase AC to drive the AC motor. To drive the
ehicle, and other electronic types of equipment, the DC power sup-
ly from the battery is used as fuel. The voltage controller controls the
C-DC converter to maintain the charging level of the battery at its
aximum and minimum limits ( Miller & Webster, 1997 ) as shown in

ig. 2 (b).

.2. Fuel cell electric vehicle 

.2.1. Architecture of fuel cell electric vehicle 

The hybrid FCEV is a type of electric vehicle in which both the fuel
ell and the battery provide electrical power to drive the train of the ve-
icle ( Lai & Nelson, 2007 ; Marchesoni & Vacca, 2007 ; Thomas, 2009 ).
n FCEV, oxygen from the air is combined with the stored hydrogen
o generate power for driving the electric motor. From a fuel tank, hy-
rocarbon gas is transferred to the fuel reformer to achieve purity of
ydrogen gas and is stored in the fuel cell stack ( Tazelaar, Veenhuizen
 Jagerman, 2013 ). As per the requirement of power, hydrogen for fuel
ell stacks is combined with oxygen from the air to generate electricity,
nd excess electricity can be saved in batteries or ultra-capacitors. 

There are different types of fuel cells available in the market, such as
olymer electronic membrane (PEM), direct methanol fuel cells, phos-
horic acid fuel cells, regenerative fuel cells, reformed methanol fuel
ells, solid oxide fuel cells, and molten carbonate fuel cells ( Das, Tan &
atim, 2017 ). Both hybrid and fuel cell vehicles are pollutant-free, and
he by-product is water. The schematic block diagram of hybrid and fuel
ell vehicle is shown in Fig. 3 (a). The operating mode of FCEV is divided
S. Sahoo et al.



Fig. 2. Battery Electric Vehicle (a) Typical structure of BEV, (b) Control scheme operating modes of BEV.

Fig. 3. Fuel Cell Electric Vehicle (a) Typical structure of FCEV, (b) Operating modes of FCEV.
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nto five modes, as shown in Fig. 3 (b). In fuel mode, the fuel cell acts
s a source of energy to propel the train individually. In battery mode,
he battery works as a source of energy to drive the train. If both the
attery and fuel supply are together, then it is called a "combined mode"
 Miller & Webster, 1997 ). In split mode, the fuel cell supplies power to
rive the vehicle, and excess energy is utilized to charge the battery. In
 regenerative mode, the traction motor acts as a source to charge the
attery ( Jafri & Gupta, 2016 ; Schaltz, 2010 ). 

.2.2. Role of PECs in fuel cell electric vehicle 

In FCEV, the electric energy is generated from the battery and fuel
ell. The main goal of FCEVs is to convert electrical energy from fuel
ells to usable power for various loads of the vehicle by using an effi-
ient method to improve the efficiency and performance of the vehicle
 Adams et al., 2018 ; Awasthia et al., 2017 ). 

Low voltage DC equipments, such as mobile charger, auto starters
eceives power directly from a battery or fuel cell. For motor drive and
igh voltage applications, the low voltage is stepped-up to 300 V us-
ng a step-up DC-DC converter. The traction controller is adapted to
aintain the required speed of the vehicle by varying the amplitude

nd frequency of the inverter output. The voltage controller is adapted
o maintain the maximum and minimum charging levels of the battery
nd to increase its life, as shown in Fig. 4 . In FCEV electrical system, a
idirectional DC-DC power converter plays a key role to controlling the
nergy flow from the fuel cell to a traction motor during motor mode
nd from the motor to the battery during regenerative braking mode
n hybrid FCEV. The bidirectional DC-DC power converter controls the
nergy flow with the help of traction and voltage controllers. 
In Electric Vechile Technologies... 224
.3. Hybrid electric vehicles (HEVS) 

The hybrid electric vehicle is a combination of an ICG vehicle and a
EV ( Gao, Ehsani & Miller, 2005 ). The ICE provides the necessary pro-
elling power to drive the train of vehicles. By regenerative mechanism,
he lost energy during the braking mechanism is stored in the battery to
ncrease the efficiency and economy of the vehicle. Customarily, there
re two types of hybrid electric vehicles, namely Series Hybrid Elec-
ric Vehicle (SHEV) and Parallel Hybrid Electric Vehicle (PHEV) ( Chiu
 Lin, 2006 ; Gruosso, 2014 ; Zhang & Williamson, 2008 ). To improve
ower, performance and fuel economy, a third series-parallel hybrid ve-
icle (SPHEV) was introduced by combining the features of SHEV and
HEV ( Gurkaynak, Khaligh & Emadi, 2009 ). 
S. Sahoo et al.



Fig. 5. SHEV (a) Typical structure of SHEV (b) Different operating mode of SHEV.
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.3.1. Series hybrid electric vehicle 

In SHEV, both ICE and the battery is modeled in such a way that
hey can generate the necessary power to propel the train and periph-
ral electric/electronic equipment ( Parag Jose & Meikandasivam, 2016 ;
oche, Shabbir & S., 2017 ). In SHEV, the mechanical energy from ICE

s converted to electrical form by using a generator. The generated AC
ower is converted into the DC form to charge the battery by using an
C-DC rectifier ( Akbarian, Pillay & Lopes, 2015 ). In SHEV, the ICE is
ot directly connected to the traction motor to drive the train. In be-
ween ICE and the traction motor, the battery is the intermediate unit.
o drive the train, SHEV requires three propulsion devices. ICE will
enerate mechanical energy, and the generator will convert mechanical
nergy into electrical energy, whereas the traction motor will convert
he electrical energy to mechanical energy for propelling the vehicle
 Nayanatara, Shanmugapriya & Gurusivakumar, 2014 ; Razavian, Azad
 McPhee, 2012 ). Therefore, the efficiency of SHEV is lower. The typical

tructure of SHEV is shown in Fig. 5 (a). 
In SHEV, the battery is the primary source of power to drive the train.

he ICE runs at the optimal speed to drive the generator and charge the
attery. When the State of Charge (SOC) of the battery is minimized, the
CE starts to charge the battery. As the SOC reaches its maximum level
f around 65% − 70%, the ICE stops charging the battery. The battery
s the source of power to drive the train, which reduces the fuel con-
umption and emissions of the vehicle. The SHEV is a viable solution
hen the frequent starting and stopping of the vehicle is required, such
s in city rides ( Miller & Webster, 1997 ). Three operating modes are
bserved in SHEV. First, in the fuel mode, ICE is utilized to charge the
attery according to the SOC of the battery. In the battery mode, the
ropelling power is gained from the battery. The traction motor also
cts as a source during braking operations to charge the battery, which
s called regenerative braking mode, as shown in Fig. 5 (b). 

.3.2. Parallel hybrid electric vehicle 

The PHEV is another type of HEV in which both the ICE and the
attery act as a source to drive the train of the vehicle ( Desai &
illiamson, 2009 ; Li, Yu & Ding, 2010 ). Both the ICE and the battery

an drive the train individually, as shown in Fig. 6 (a). Both the ICE and
he electrical motor are coupled to the driving shaft via two clutches.
he ICE is directly connected to the mechanical shaft of the drive train
o propel the vehicle ( Adams et al., 2018 ). As there are no intermedi-
te conversion stages between ICE and the drive train, the efficiency of
HEV is greater when compared to SHEV. For long distance range, a
HEV is a viable solution due to no intermediate conversion state as in
HEV. Hence, the vehicle is fuel efficient ( Olson & Sexton, 2000 ). 

In a PHEV, there are three different ways to utilize the ICE and bat-
ery, as shown in Fig. 6 (b). In motor mode, the battery is utilized to
ower the train, which is a viable solution for lower speeds. In fuel
ode, the ICE runs at an optimal speed to drive the train at high speed.
uring braking or deceleration operations, the traction motor acts as a
In Electric Vechile Technologies... 225
enerator to charge the battery in regenerative braking mode ( Miller &
ebster, 1997 ). 
In PHEV, the lowest DC voltage is boosted by a bidirectional DC-DC

onverter to feed the high voltage DC bus. The function of the three-
hase inverter is to convert the constant DC voltage into variable AC
oltage and frequency to maintain the torque and speed of the traction
otor. 

.3.3. Series-Parallel hybrid electric vehicle 

The Series-Parallel Hybrid Electric Vehicle (SPHEV) configura-
ion incorporates the features of SHEV and PHEV ( Gruosso, 2014 ;
urkaynak et al., 2009 ; Zhang & Williamson, 2008 ). In SPHEV, the gen-
rator is introduced in between ICE and the battery to charge the battery
s compared to PHEV and ICE is directly connected to the mechanical
haft to drive the vehicle as compared to SHEV as shown in Fig. 7 (a).
rom the architecture, it is clear that SPHEV is more complicated and
xpensive as compared to the other two HEV ( Khaligh & Dusmez, 2012 ).

There are five different ways to utilize the ICE and battery to pro-
el the vehicle and other electrical equipment function, as shown in
ig. 7 (b). In fuel mode, the ICE works to drive the vehicle. However,
he propelling power is received from the battery in the battery mode.
uring split mode, the ICE transfers power to the traction motor, and

he excess power is utilized to charge the battery. Both the ICE and the
attery provides power to the traction motor in combine mode. During
raking and deceleration operations, the traction motor acts as a gen-
rator and supplies power to the battery in regenerative braking mode.
he most adopted strategy for effective utilization of battery and ICE in
PHEV is that the battery is utilized to start operation and propel at low
peed after the ICE works alone to drive at high speed, which increases
he vehicle’s fuel efficiency. When acceleration is needed, the battery
ode is in an active state to give extra power along with the ICE ( Kim
 Kum, 2016 ). 

.3.4. Role of PECs in hybrid electric vehicle 

As discussed earlier, the HEVs work on electric energy generated
rom the battery, mechanical energy from the ICE, and from both battery
nd ICE ( Adams et al., 2018 ; Awasthia et al., 2017 ). The PECs maintain
nd control the flow of energy from the battery or ICE to the traction
otor and the traction motor to the battery with the help of a voltage

nd traction controller. The low voltage from the battery is supplied
o the low voltage rated DC equipment such as mobile chargers and
uto start-up. The AC-DC rectifier adopted converts the variable AC to a
onstant DC voltage during regenerative braking mode. In battery mode,
igh DC voltage is converted into variable AC quantities to maintain
he required torque and speed. The control schemes of SHEV, PHEV and
PHEV are shown in Fig. 8 (a)–(c), respectively. 
S. Sahoo et al.



Fig. 6. PHEV (a) Typical structure of PHEV (b) Different operating mode of PHEV.

Fig. 7. SPHEV (a) Typical structure of SPHEV (b) Different working mode of SPHEV.

Fig. 8. Control schemes of (a) SHEV, (b) PHEV and (c) SPHEV.
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.4. Plug-In electric vehicles 

.4.1. Architecture of plug-in electric vehicle 

The PEV is a type of HEV in which the battery is charged from an
xternal source. The ICE is not sufficient to convert the fuel energy
o mechanical energy to drive the shaft. Most of the energy is lost as
eat during conversion ( Li & Williamson, 2007 ; Li, Sharkh & Walsh,
011 ; Mwasilu, Justo & Kim, 2014 ). Moreover, the ICE emits green-
ouse gases as a by-product. To overcome the drawback of ICE, ICE is
eplaced by the battery. PEV has less maintenance cost due to fewer
oving parts. The typical structure of PEV is shown in Fig. 9 (a) and it

s similar to SHEV. PEVs have an external charge unit for charging the
attery, whereas SHEVs have it on board ( Li, Lopes & Williamson, 2009 ;
illiamson, 2007 ). The PEV works on the electrical supply, where the

attery is charged at the battery charging station. The charging station
ay be at home or grid. Conceptually, PEV works in two modes, grid to

he vehicle (G2V), in which the battery charges from the grid, and the
ther is the vehicle to grid (V2G), where the battery injects power into
he grid, as shown in Fig. 9 (b). 
t  
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In the V2G concept ( Subramaniam et al., 2019 ), battery energy can
e injected into the grid to solve the overloading problem of the grid. In
2V mode, the power from the grid is utilized to drive the vehicle and
harge the battery, mostly during no-load conditions on the grid line
hrough various PECs. In regenerative braking mode, the traction motor
cts as a generator to charge the battery. In V2G mode, the charged bat-
ery from either regenerative braking or from the grid is utilized to inject
ower into the grid power line to overcome the problem of peak load
vervoltage and ancillary services, or used as an uninterrupted power
upply during blackouts ( Awasthia et al., 2017 ). 

.4.2. Role of PECs in plug-in electric vehicle 

In a PEV, the power from the grid is transferred to the traction motor
o propel the vehicle and charge the battery. Alternatively, the energy
rom the battery is injected into the grid. In both cases, to transfer the
nergy from one end to the other end, voltage conversion should be
one in between the two ends. The rectifier unit is utilized to convert
he three-phase or single-phase power to constant DC power to charge
he battery through a step-down DC-DC converter ( Adams et al., 2018 ;
S. Sahoo et al.



Fig. 9. PEV (a) Typical structure of PEV, (b) Different operating mode of PEV.

Fig. 10. Control scheme of PEV.

Table 1

Operating Modes of Evs.

Types of
Vehicle

Mode of energy flow

Fuel Battery Split Combine Regenerative

BEV
√ √

FCEV
√ √ √ √ √

SHEV
√ √

PHEV
√ √ √ √

SPHEV
√ √ √ √ √

PEV
√ √
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wasthia et al., 2017 ). For maintain the speed and torque of the traction
otor, traction control is adopted. The voltage controller controls the
ower flow from the battery in/out directions. In PEV, the bidirectional
C-DC converter plays a vital role in controlling the bidirectional flow of
nergy. It operates in step-up mode during V2G mode and acts as a step-
own converter in G2V mode. The operating mode of the bidirectional
C-DC converter is controlled by the voltage controller, as shown in
ig. 10 ( Elnozahy & Salama, 2014 ; Yong, Ramachandaramurthy & Tan,
015 b).

.5. Summary of electric vehicles 

As discussed above, five different operating modes in EVs that de-
cribe the flow of power from the battery, fuel cell, or ICE to the vehicle
nd from the vehicle to the battery or grid are articulated in Table 1 . As
er the operating modes of EVs, the different types of PECs utilized for
pecific operations are articulated in Table 2 . The bidirectional DC-DC
onverter is adopted in EVs to allow regenerative braking to charge the
attery. 

. Power electronics converters in electric, hybrid and fuel cell

ehicle

.1. Existing power electronics converter in EVs 

In EVs, the power from battery/ultra-capacitor, fuel cell or ICE is uti-
ized to drive the vehicle and functions of onboard electrical/electronic
In Electric Vechile Technologies... 227
oad ( Amjadi & Williamson, 2010 ; Cabezuelo, Andreu & Kortabarria,
017 ; Chan & Chau, 1997 ; Elnozahy & Salama, 2014 ; Emadi, Lee & Ra-
ashekara, 2008 ; Helsper & Ruger, 2014 ; Hofmann, Schäfer & Ackva,
014 ; Naghizadeh & Williamson, 2013 ; Onar, Kobayashi & Khaligh,
013 ; Rajashekara, 2003 ). In fuel mode, the voltage from the fuel cell
s not sufficient to drive the vehicle. Therefore, it is boosted by the
nidirectional boost converter ( Jafri & Gupta, 2016 ). Various electri-
al/electronic loads are present on the vehicle, which increase the lux-
rious features and comfort of the vehicle, as shown in Fig. 11 . 

Some electrical loads require high AC voltage, such as air conditioner
nd power windows, which receive power from a DC-AC converter. Mir-
or adjustment and drive seat adjustment work on a DC motor feed from
 battery or fuel cell through a DC-DC converter. All these electrical
oads operate at different voltage ratings ( Adams et al., 2018 ). The pro-
ector lamp requires 42 V for projecting the light, and the interior lamp
equires 12 V for its operation. Electronic loads such as sensors, com-
unication systems and tacho-metre require low voltage for their op-

ration. The need of different rated voltage supplies increases as the
lectrical/electronic load increases on the vehicle, which is not possible
rom a single battery supply as discussed in previous sections. The num-
er of DC-DC converters increases with increasing different rated loads,
hich results in a lower efficiency of a single battery structure vehicular

ystem. According to Adams et al. (2018) , two types of architecture are
dopted in the hybrid automobile system. One is a vehicular system that
orks on ICE or a fuel cell with a single battery (36 V). Another is the

CE, or fuel cell, which works with a double battery (14 V and 42 V). 
The typical structure of the dual battery system is shown in Fig. 12 .

n the dual battery system ( Cabezuelo et al., 2017 ), dual voltage is gen-
rated from a generator in HEV or from the grid in a PEV. The 36 V
attery is utilized for mid voltage applications and the 12 V battery for
ow voltage applications. However, 36 V from the battery is boosted
o 42 V for the drive and high voltage applications. The typical elec-
rical system of EVs is shown in Fig. 13 . The voltage generated from
he generator optimizes to charge the battery with the help of the rec-
ifier and unidirectional DC-DC converter in SHEV and SPHEV, to drive
he vehicle in PHEV and FCEV ( Elnozahy & Salama, 2014 ; Yong et al.,
015 b). The voltage from the fuel cell and the battery is boosted by
he unidirectional and bidirectional DC-DC converters, respectively. The
oosted voltage supplies to high voltage DC applications and is con-
erted into the variable frequency and voltage with the help of a three-
hase inverter. Advanced EVs can utilize the wasted energy during de-
eleration and braking to charge the battery. In regenerative braking
ode, the three-phase converter works as a three-phase rectifier. The

ectified output is converted to the battery voltage with the help of a
idirectional DC-DC converter ( Amjadi & Williamson, 2010 ; Choubey
 Lopes, 2017 ; Chung, Chow & Hui, 2000 ; Di Napoli, Crescimbini &
olero, 2002 ; Dobbs & Chapman, March, 2003 ; Dusmez, Hasanzadeh &
haligh, 2014 ; Emadi, 2005 ; Emadi, Lee & Rajashekara, 2008 ; Ha, Lee
 Hwang, 2012 ; Khaligh, 2008 ; Khaligh & Li, 2010 ; Khan, Ahmed & Hu-

ain, 2015 ; Kuo, Lo & Chiu, 2014 ; Lulhe & Date, 2015 ; Ni, Patterson &
S. Sahoo et al.



Table 2

Utilization of PEC in EVs.

Types of Vehicle Power Electronics Converters

DC-DC converter
Rectifier Inverter

Uni-directional Bi-directional

BEV
√ √ √

FCEV
√ √ √

HEV SHEV
√ √ √

PHEV
√ √ √

SPHEV
√ √ √

PEV G2V
√ √ √

V2G
√ √ √

Fig. 11. Electrical appliances of EVs.

Fig. 12. Dual battery scheme for EVs.

H  

W
 

v  

i  

a  

g  

t  

c  

a  

t  

c  

p  

p  

t

Fig. 13. General electrical structure of EVs.

3

 

t  

s  

c  

s  

v  

v

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
udgins, 2012 ; Onwuchekwa & Kwasinski, 2011 ; Waffler & Kolar, 2009 ;
u, Lu, Shi & Xing, 2012 ; Yang, Guan, Zhang, Jiang & Huang, 2018 ). 
In a recent vehicular system, a three-phase converter acts as an in-

erter during fuel, battery, split and combine mode whereas rectifier
n regenerative mode. The selection of converter mode is sophisticated
nd controlled by the traction controller unit. The traction controller
enerates the controlled pulses for the three-phase converter according
o the received signal from the traction motor and vehicle drivers. The
ontrolled pulse decides the operation of the three-phase converter as
n inverter or rectifier. The voltage control unit controls the SOC of
he battery at the maximum and minimum level. The voltage controller
ontinuously receives the SOC level signal from the battery and com-
are it with the reference voltage signal, consistent with this controlled
ulse generate for DC-DC converter to maintain the SOC of the battery
o increase its lifespan and avoid power wastage. 
In Electric Vechile Technologies... 228
.2. Classification of power electronics converters 

The general classification of PECs is shown in Fig. 14 . As discussed in
he previous section, each converter has its own functional/role. In this
ection, we will discuss the existing non-isolated bidirectional DC-DC
onverters for EVs. The bidirectional DC-DC converter is a basic conver-
ion unit in EVs. It acts as a boost converter from low voltage to high
oltage side direction and a buck converter from high voltage to low
oltage side direction. 
S. Sahoo et al.



Fig. 14. Classification of Power Electronics Converters.

Fig. 15. Universal Bidirectional DC-DC Converter ( Onar et al., 2013 ).

Table 3

Operating Modes of Bidirectional DC-DC Converter.

Direction Mode S 1 S 2 S 3 S 4 S 5

V DC to V 1 Boost ON OFF OFF ON PWM
V DC to V 1 Buck PWM OFF OFF ON OFF
V 1 to V DC Boost OFF ON ON OFF PWM
V 1 to V DC Buck OFF ON PWM OFF OFF
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The universal bidirectional DC-DC converter in Onar et al. (2013) is
hown in Fig. 15 . The converter operates in both buck and boost mode
ith non-inverting output. The different operating modes are articu-

ated in Table 3 . Apart from the universal bidirectional converter, sin-
le input, multi-input, multistage, and multiphase non-isolated con-
erters are adopted for bi-directional power flow. Fig. 16 (a)–(c) and
ig. 17 (a),(b) shows the single input non-isolated bidirectional DC-DC
onverter. Amjadi and Williamson (2010) Represent the buck-boost
idirectional converter for EV applications, as shown in Fig. 16 (a). It
orks in both modes depending upon the switching pattern. It consists
f two active and two passive components with lower electrical and ther-
al stress. It has the disadvantage of higher ripple current, which dam-

ges the battery, and discontinuous output current during boost mode
ode, which the size of output capacitors. Fig. 16 (b) represents the

mproved buck-boost converter ( Emadi, 2005 ) where the anti-parallel
iode reduces the stress across the power MOSFET and eventually in-
reases the efficiency of conversion. The cascaded bidirectional buck-
oost converter ( Choubey & Lopes, 2017 ; Lulhe & Date, 2015 ; Waffler
In Electric Vechile Technologies... 229
 Kolar, 2009 ; Wu et al., 2012 ) is shown in Fig. 16 (c). It can main-
ain the SOC of the battery and recuperate the braking energy from the
lectrical motor. 

However, it has double the number of active components as com-
ared to the conventional bidirectional buck-boost converter. The bidi-
ectional CUK and SEPIC with Luo converter are shown in Fig. 17 (a)
nd (b), respectively ( Amjadi & Williamson, 2010 ). The converter can
perate in both buck and boost mode. The input and output current rip-
le are reduced in the CUK converter. In SEPIC with a Luo converter,
he SEPIC converter works as a boost converter, and the Luo converter
orks as a buck converter. The disadvantage of SEPIC with the Luo

onverter is the discontinuous output current. 
The numbers of active and passive components in single input non-

solated bidirectional DC-DC converters are articulated in Table 4 , where
 represents the inductor, C for the capacitor, S for the active switch,
nd D represents the diode. In addition to the single input topologies,
ultiple-input topologies are also adopted for bi-directional power flow

n EVs. Fig. 18 shows the existing non-isolated bidirectional DC-DC con-
erter with multiple inputs. The input may be the battery, fuel cell,
r ultra-capacitor. The response from a fuel cell or ICE to the DC bus
s slower as compared to battery ( Khan et al., 2015 ). The battery and
ltra-capacitor are utilized to provide the power for DC bus, as shown in
ig. 18 (a). By utilization of two sources in one application permits the
elatively low voltage from each source and controls the current from
ultiple inputs. Fig. 18 (b) represents the multi-input hybrid conversion

opology ( Khaligh, 2008 ; Khan et al., 2015 ). 
The presented topology is capable of diversifying the energy amongst

he different energy sources with different voltage-current characteris-
ics. The advantage of the multiple-input bidirectional converters is the
east number of components and a positive output voltage without the
ransformer. The circuit works as a buck, boost, or buck-boost indepen-
ently. Fig. 18 (c) represents a multi-input cascaded boost converter for
CEV. According to Marchesoni and Vacca (2007) , the multi-input hy-
rid boost converter has the advantage of three controlled power devices
s compared to conventional boost converter. 

The limitation of representing topology is that the voltage sum of
wo energy sources should be less than a DC link bus. The efficiency
s higher if the power of both sources is in the same direction. In
i Napoli et al. (2002) ; Dusmez et al. (2014) ; Onwuchekwa and Kwasin-
S. Sahoo et al.



Fig. 16. Single input non-isolated bidirectional DC-DC Converters (a) buck-boost converter ( Amjadi & Williamson, 2010 ), (b) improved buck-boost Converter
( Emadi, 2005 ), (c) full bridge converter ( Waffler & Kolar, 2009 ).

Fig. 17. Single input non-isolated bidirectional DC-DC Converters (a) bidirectional CUK converter ( Amjadi & Williamson, 2010 ) and (b) bidirectional SEPIC with
Luo converter ( Z. Amjadi & Williamson, 2010 ).

Table 4

The number of components in Single Input converters.

Converter
Passive Components Active Components

L C S D

Conventional Buck-boost Amjadi and Williamson (2010) 1 2 2 0
Improved Buck-boost Emadi (2005) 1 2 2 4
Cascaded Buck-boost Waffler and Kolar (2009) 1 2 4 0
CUK ( Amjadi and Williamson (2010) 2 3 2 0
SEPIC with Luo Amjadi and Williamson (2010) 2 3 2 0

Table 5

Number of components in Multiple Input converters.

Converter
Passive Components Active Components

L C S D

Multi input Buck-boost Khan et al. (2015) 2 0 4 0
Multi input boost Khaligh (2008) 2 1 3 0
Multi input converter Marchesoni and Vacca (2007) 1 0 3 0
MI-PEC Di Napoli et al. (2002) 2 3 4 0
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ki (2011) MI-PEC represents for the EV application shown in Fig. 18 (d)
n which VH represents DC power from different energy sources to the
C bus and operates in step-down mode to transfer power from the DC
us to the bus voltage. The MI-PEC works in step-up mode to transfer
harge to the battery or ultra-capacitor. In Table 5 , the number of com-
onents of multi-input non-isolated bidirectional DC-DC converters is
rticulated. As the number of active and passive components increases,
t affects the efficiency of conversion. In Table 5 , L represents the in-
uctor, C represents the capacitor, S represents the active switch, and D
epresents the diode. Fig. 19 shows the multiphase non-isolated bidirec-
ional DC-DC converters for EVs applications. Fig. 19 (a) represents the
hree-phase interleaved boost converter ( Khaligh & Li, 2010 ; Yang et al.,
018 ). The multiphase converter overcomes the drawbacks of the con-
entional bidirectional DC-DC converter by reducing the input-output
urrent ripples. Several phases increase the ripple content in the current
ecreases, but eventually, it decreases the efficiency by increasing the
umber of active and passive components per phase. Fig. 19 (b) shows
In Electric Vechile Technologies... 230
he different structures of the interleaved boost converter ( Ni et al.,
012 ). Several phases increase, the size of the input and output filter
ecreases. The represented topology has a greater number of active and
assive components as compared to the topology shown in Fig. 19 (a). 

Fig. 20 shows the Switched Capacitor (SC) structure topologies
or EVs. In Amjadi and Williamson (2010) ; Chung et al. (2000) ;
i et al. (2012) , SC topology was explained, and the structure is shown

n Fig. 20 (a). The SC structure offers the features of step-up, step-down,
nd both for bidirectional flow of power. The topology works in two
odes, A and B. The efficiency of the represented topology is 85% in
ode-A and 80% in mode-B. Fig. 20 (b) and (c) show zero current switch-

ngs switched capacitor quasi-resonant converter with single-level and
wo-level configurations, respectively ( Lee & Chiu, 2005 ). The configu-
ation improves the problem of current stress during the bidirectional
ow using SC structure and one inductor. With the help of L and C, the
onverter achieves zero switching currents and reduces the losses. The
emiconductor device MOSFET is turned ON and OFF in a zero current
S. Sahoo et al.



Fig. 18. Multiple input non-isolated bidirectional DC-DC converters (a) Multi input buck-boost converter ( Khan et al., 2015 ), (b) Multi input converter
( Khaligh, 2008 ), (c) multi input cascaded boost converter ( Marchesoni & Vacca, 2007 ) and (d) MI-PEC ( Di Napoli et al., 2002 ) .

Fig. 19. Multiphase non-isolated bidirectional DC-DC converters (a) Multiphase interleaved boost converter ( Yang et al., 2018 ), (b) 16 Phase IBC ( Ni et al., 2012 ).

Fig. 20. Switched Capacitor Topologies (a) Switched bidirectional converter ( Amjadi & Williamson, 2010 ) (b) zero current switching switched capacitor quasi
resonant converter with single level ( Lee & Chiu, 2005 ) (c) zero current switching switched capacitor quasi resonant converter with two level ( Lee & Chiu, 2005 ).
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state, which reduces the EMI problem. The converter gives 93% effi- 
ciency. The number of switched-capacitor stages increases to achieve 
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 higher voltage conversion ratio. 

. Challenges in power electronics vehicular system

.1. Improve efficiency 

Firstly, in EVs, mechanical and hydraulic shaft are replaced by an
lectric motor for propelling operation. In HEV, selecting the perfec
ombination of ICE and fuel cell or battery in the proper way help
o 
mprove the efficiency. In the battery or fuel mode, PECs play a signif-
cant role to improve efficiency by selecting a proper power converter.
he selection of PECs, switching strategies of converters, system inte-
ration and packing of individual units are essential to achieve the goal
f power electronics in the vehicular system. The converters are selected
ccording to the load demand and input supply. The efficiency of PEC
epends on the number of components, control strategies, and EMI ef-
ects. 

.2. Increase the durability of EVs 

The durability of EVs depends on the life of the electrical unit present
n EVs. The durability of the battery increases by continuously main-
aining the charging and discharging level with the help of the voltage
ontroller. The life span of PEC depends on semiconductor devices. The
onverter should need to be withstood for high vibration and thermal
ondition at extreme condition. The challenges lie in selecting the proper
onverter with high efficiency, rigidness, low cost, and small size. 

.3. Increase the performance of EVs 

Fast and high-power industrial motion control is a demanding trend
n the modern automobile system. The PE technique is combined with
igital Signal Processing (DSP) to achieve the high performance of EVs.

.4. Increase the luxurious feature 

Today’s advanced EVs are more focused on making high comfort
Vs. Some high comfort applications are shown in Fig. 20 . Each ap-
lication requires a different voltage rating to work. The multistage or
ulti-output DC-DC converter provide different ratings power supply

or DC appliances. The AC load receives power from the three-phase
nverter. 

.5. Increase the safety in EVs 

Apart from power conversion and propelling control, monitoring the
ondition of the traction motor to detect any failure like stator, rotor,
nd bearing faults are essential. In advance EVs, ABS and airbags require
igh power actuators. The PEC with DSP technique can increase the
afety features in EVs in the future. 

.6. Decrease the overall cost of EVs 

The number of power conversion unit and component uses, decide
he cost of the vehicular electrical system in EVs. As the luxurious load
ncreases on the vehicle, it is responsible for demanding a higher number
f PEC. The challenge is to reduce the cost of the vehicle by selecting a
maller number of power conversion units for a more significant number
f luxurious loads. 

. Conclusion

A state-of-the-art review of the current status and opportunities of
ECs in electric, hybrid, and fuel cell vehicles is presented. This paper
In Electric Vechile Technologies... 232
ummarized the impact of PECs on cost, efficiency, and performance of
Vs. From the review of EVs, the SPHEV has the perfect combination
f two energy sources for propelling and other functions. With the ad-
ancement in the vehicular electrical system, the demand for different
atings of supply increases, which is not fulfilled by one battery or two
attery structure. The bidirectional DC-DC converter plays a vital role in
he power conversion process of EVs. The existing non-isolated bidirec-
ional DC-DC converter topologies are discussed with a comprehensive
eview and comparison along with the advantages and disadvantages
f PEC in the present vehicular system in detail. Finally, the paper ex-
lains the various challenges for PECs to improve efficiency, durability,
erformance, and cost reduction. 
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In this paper, new optimal procedures are introduced to design the finest controllers and harmonic
compensators (HCs) of three-level cascaded control for three-phase grid-supporting inverters based-AC
microgrid. The three control levels, comprising primary, secondary and synchronization control levels,
are developed in stationary αβ-frame and based on the proportional–integral (PI) controllers and
the proportional-resonant controllers along with additional HCs. The new optimal design guidelines
of microgrid’s controllers and HCs are aimed to fulfill the study requirements. The optimization
objectives and constraints are employed to minimize both the total harmonic distortion (THD) and
individual harmonics of microgrid’s voltage to enhance the quality of microgrid’s output power.
The THD of microgrid’s voltage can be reduced to 0.19% under the nonlinear loads. Moreover, the
microgrid’s voltage and frequency can be perfectly regulated with zero deviations. Furthermore, these
new optimal procedures accelerate the speed of synchronization process between the external power
grid and the microgrid to be accomplished in time less than 20 ms. Additionally, an accurate power-
sharing among paralleled operated inverters can be achieved to avoid overstressing on any one. Also,
seamless transitions can be guaranteed between grid-tied and isolated operation mode. The optimal
controllers and HCs are designed by a new optimization algorithm called H-HHOPSO, which is created
by hybridizing between Harris hawks optimization and particle swarm optimization algorithms. The
effectiveness and robustness of the H-HHOPSO-based controllers and HCs are compared with other
meta-heuristic optimization algorithms-based controllers and HCs. A microgrid, including two grid-
supporting inverters based optimal controllers and optimal HCs, are modeled and carried out using
MATLAB/SIMULINK to test the performance under linear and nonlinear loads, and also during the
interruption of any one of two inverters. The performance is investigated according to IEC/IEEE
harmonic standards, and compared with the conventional control strategy developed in synchronous
dq-frame and based on only PI controllers.
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. Introduction

Recently, the shortage of fossil fuel resources and the increase
f greenhouse gas emissions have motivated researchers to use
enewable energy resources (RERs) to alleviate the energy crisis
nd overcome environmental and economic issues (Andishgar
t al., 2017; Meng et al., 2019). The distributed energy resources
DERs), including RERs and energy storage elements (ESEs), can
e grouped as a locally controllable microgrid in the main power
rid to supply the electrical power with minimum losses to
he local loads (Farrokhabadi et al., 2020). These DERs can be
nterfaced with the main power grid and local loads through
Harmonic Compensators and Optimal... 235
either a conventional synchronous generator or power electronic
converter. The grid-supporting voltage source inverters (VSIs) in
AC microgrids are the most significant part which is able not only
to harmonious operate in parallel with each other but also has
high flexibility to connect or disconnect from the external power
grid (Guo and Mu, 2016).

A high penetration level of converters-interfaced RERs into
microgrids causes several challenges to the stability and op-
eration of power systems due to the intermittent nature and
uncertainties of RERs. Therefore, appropriate microgrid architec-
tures and control approaches for VSIs based-DERs are essential to
enhance the quality of output power and guarantee the efficiency,
reliability, safety and stability of power systems (Zhou and Ngai-
Man Ho, 2016). Many hierarchical control architectures have been
addressed in Guerrero et al. (2011, 2013) and Bidram and Davoudi
P. Rout et al.
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Nomenclature

DERs Renewable energy resources
DG Distribution generation
ESEs Energy storage elements
FF Fitness function
HCs Harmonic compensators
ITAE Integral time absolute error
LF Levy flight
PCL Primary control level
PI Proportional–integral
PR Proportional-resonant
RERs Renewable energy resources
SCL Secondary control level
TCL Tertiary control level
THD Total harmonic distortion
VSIs Voltage source inverters
C1, C2, C3, C4, C5,
C6, C8, C9, q, r

Random coefficients which are often in
the range [0–1] and updated in each
iteration

C7 Random vector with dimension 1 × d
d Dimension of variables
E0 Initial value of escaping energy of the

rabbit
Epry Escaping energy of the prey
eP , eQ Errors in active and reactive powers of

droop control
esecf , esecE Errors in frequency and voltage ampli-

tude of SCL
esynθ , esynE Errors in phase angle and voltage am-

plitude of synchronization control level
eVα , eVβ , eIα , eIβ Errors of voltage and current in α- and

β-axis
G(s), Zoαβ Closed-loop transfer function of voltage

and output impedance of inverter in
αβ-frame

Ioαβ Output currents in αβ-frame
J Random jump strength of the prey

during the escaping behavior
K Total hawks number
KhI , ωchI , KhV , ωchV Resonant gain and cut-off frequency

around resonant-frequency hωo of cur-
rent and voltage HCs for harmonic
order h

KpDP , KiDP Proportional and integral droop coeffi-
cients for active power control

KpDQ Proportional droop coefficient for reac-
tive power control

KpI , KrI , ωcI , KpV ,
KrV , ωcV

Proportional gain, resonant gain and
cut-off frequency around fundamental-
frequency ωo of PR current and voltage
controllers

Kpsf , Kisf , KpsE , Kisf Proportional and integral gains of fre-
quency and voltage amplitude sec-
ondary PI controllers

(2012) to make the grid-supporting VSIs-based microgrid capa-
ble of working in both isolated and grid-connected modes of
operation. This hierarchical control has three control levels com-
prising of primary control level (PCL), secondary control level
Harmonic Compensators and Optimal... 236
K syn
pθ , K syn

iθ , K syn
pE ,

K syn
iE

Proportional and integral gains of fre-
quency and voltage amplitude PI syn-
chronization controllers

LB, UB Lower and upper bounds of optimiza-
tion problem variables

Lf , Rf Inductance and capacitance of LC-filter
M Maximum number of iterations
P , Q , P∗, Q ∗ Active and reactive powers, and their

references
Rvir , Lvir Resistance and inductance of the virtual

impedance
Tsa Sampling time
V ∗, ∅∗, Vr , ∅r Reference and nominal values of the

voltage amplitude and its phase angle
v(t) Current velocity of particle in PSO
v (t + 1) Updated velocity of particle in PSO
Vcf α , Vcf β , iLf α , iLf β Voltage across filter capacitor and cur-

rent through filter inductor in α- and
β-axis

Vcf αβ , V ∗

cαβ (s) Voltages across the filter capacitor in
αβ-frame and their references

Voi, Vbus Amplitude of the VSI output voltage and
the amplitude of network bus voltage

vMGα , vMGβ , vEGα ,
vEGβ

Microgrid and external grid voltages in
α- and β-axis

Vvirα , Vvirβ Voltage correction signal of virtual
impedance loop in α-and β-axis

X(t) Current positions of hawks
X(t + 1) Updated positions of hawks in the next

iteration t
Xav(t) Average location of the current hawks

population
Xdl Reactance of distribution line
Xi(t) The hawk i position in iteration t
Xpry(t) Position of the prey
Xrnd (t) Hawk position which is selected ran-

domly from the current population
Zvirαβ Virtual impedance in αβ-frame
∝1, ∝2 Priority weights for terms in the pro-

posed multi-objective function
β (t) PSO time-varying inertia weight
βmax, βmin Maximum and minimum inertia

weights of PSO algorithm
γ Constant adjust to 1.5
δω

comp
sec , δEcomp

sec Compensation signals of SCL
∆θsyn, ∆Esyn Compensation signals of synchroniza-

tion control level
∅ Angle between Vbus and Voi, which is

called the load angle
ωcL Cut-off frequency of the low pass filter
ωo Fundamental angular frequency of the

microgrid
ω∗

MG, ωmeas
MG , E∗

MG,
Emeas
MG

Reference and measured values of angu-
lar frequency and voltage amplitude

(SCL) and tertiary control level (TCL). The PCL is applied locally

at each distribution generation (DG) unit to achieve its respon-

sibilities represented in the regulation and stabilization of the

frequency and voltage, a realization of accurate power-sharing
P. Rout et al.
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Fig. 1. Two control methodologies developed in different reference frames.
among paralleled DG units via droop control strategy, and en-
hancement of output power quality. Another level of control is
needed for remedying the drawback of the droop control tech-
nique which makes the voltage and frequency to deviate from
their nominal values. Therefore, the centralized SCL is responsible
for nullifying these deviations created by droop loops in PCL
for restoring the frequency and voltage to their nominal val-
ues. Moreover, the synchronization process between the external
main grid and the microgrid is achieved through the SCL. The TCL
is the upper centralized layer of control required to optimize the
microgrid’s operational cost, and also to manage the power flow
in grid-connected mode from the microgrid to the external power
grid, and vice versa (Shrivastava et al., 2018).

Due to the unbalanced and nonlinear loads involved in the
microgrids, the power quality issues are produced in the form of
voltage/frequency deviations and fluctuations, current and volt-
age distortions, power variations, flickers, and voltage swell/sag.
The microgrid entity is capable of dealing with these power
quality issues using proper control techniques to meet accept-
able standards. In the literature, the existing methodologies for
power quality enhancement vary significantly including
multiple current-loop active damping schemes-based hierarchical
control architecture (Han et al., 2017), voltage harmonic com-
pensation using active power filter and coordinated control of
DERs VSIs (Hashempour et al., 2016), resonance damping and
control of DERs converters (Li, 2009), voltage harmonic reduction
for inverters using harmonic droop controller (Zhong, 2013),
hybrid voltage/current control technique for grid-interfaced DERs
converters (He and Li, 2013), and compensation and sharing of
nonlinear and unbalanced loads (Yazdavar et al., 2019; Golsorkhi
Harmonic Compensators and Optimal... 237
et al., 2017; Sreekumar and Khadkikar, 2016; He et al., 2015).
In Han et al. (2017), the total harmonic distortion (THD) of
inverter’s output voltage under nonlinear load reduced from
5.45% in the case of without harmonic loops compensation to
1.2% in the case of adding the proposed harmonic loops com-
pensation. The authors of Vasquez et al. (2013) suggested a
PCL based on proportional-resonant (PR) controller along with
additional harmonic compensators (HCs) in stationary αβ-frame
to suppress the inverter’s output voltage harmonics generated
by nonlinear loads. In this reference, the THD of the inverter’s
output voltage under nonlinear load decreased from 5.61% in
the case of deactivating HCs loops to 0.63% in the case of ac-
tivating HCs loops. T.K. Vu, S.J. Seong presented a comparative
study of proportional–integral (PI) and PR controller for single-
phase grid-interfaced inverter system (Vu and Seong, 2010).
The simulation results concluded that the current THD reduced
from 10.32% for PI controller to 6.73% for PR controller. Other
previous research works have focused on the voltage and fre-
quency regulation in AC and DC microgrids for uncertain stochas-
tic nonlinear system with application to energy Internet. A non-
fragile robust H∞ control methodology was employed in Hua
et al. (2018) for isolated DC microgrids to regulate intelligently
the deviation of DC bus voltage within an Internet energy sce-
nario. In Hua et al. (2020), a mixed H2/H∞ control approach
with Markov chains was introduced and used for AC micro-
grids to share the energy and regulate the frequency in Internet
energy.

In the literature, most of the control approaches for AC mi-
crogrids are developed in either stationary αβ reference frame
or synchronous dq reference frame. Fig. 1a shows the conven-
tional control strategy developed in dq reference frame. It can
P. Rout et al.
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verted from three-phase time-variant quantities (i.e., xa, xb and xc )
to two-phase time-variant quantities (i.e., xα and xβ ) using Clarke
ransformation matrix. Then, the two-phase time variant
uantities are converted to two-phase time-invariant quantities
i.e., xd and xq) using Park transformation matrix. The control laws
re carried out under synchronous dq reference frame using the
onventional PI controllers. The obtained references of dq voltages
ust be converted back to αβ voltages for space vector pulse
idth modulation or abc voltages for sinusoidal pulse width
odulation. This can be achieved using the inverse matrices of
larke and Park. The transformation matrices between the
eference frames can be found in Shuvo et al. (2020). Fig. 1b
resents the control approach based on the proposed optimal PR
ontrollers with their HCs. It can be noticed that the control laws
re carried out under stationary αβ reference frame without
eeding αβ − to − dq transformations and vice versa. In contrast
o the conventional control strategy developed in synchronous dq
rame and based on PI controllers, the control approach de-
eloped in αβ frame and based on PR controllers has a superior

performance in tracking a sinusoidal waveform reference without
teady-state error and also has a high capability in disturbance
ejection (Gui et al., 2018). Moreover, the PR controllers can be
ntegrated along with their HCs to suppress the selective negative
nd positive harmonics. Due to the control techniques based on PR

controllers and their HCs are developed in stationary αβ-frame
nstead of synchronous dq-frame as in PI controllers-based control
pproaches, no feed-forward parts and no decoupling terms are
equired (Vasquez et al., 2013). Consequently, the op-timal control
pproach in this work is developed in stationary αβ-frame and
ased on PR controllers along with their additional HCs. The major
hallenge to using these PR controllers with addi-tional HCs is how
o design their many parameters to achieve the control objectives
nd enhance the power quality. The existing design procedures of
R controllers and their HCs in Han et al.(2017), Vasquez et al
2013), Gui et al. (2018) and Zammit et al.(2017) are based on the
trial-error method, root-locus plots, bode plots and MATLAB’s SISO
Design Tool. These conventional design methods are inaccurate
and ineffective procedures and consume more time. Subsequently
the vision of this article is to introduce artificial intelligence (AI)
lgorithms-based new optimal design procedures of PR controllers
nd HCs for control schemes ap-plied to grid-supporting VSIs-
ased microgrids. In contrast to the previous studies in the same
esearch area mentioned in this paper, our proposed optimal PR
ontrollers and HCs have a superior performance and better
esults. Unlike the adaptive PI controller which is suggested in
lnady and AlShabi (2019) for microgrid under balanced loads

where the microgrids’s voltage THD was 1.6%, our proposed
optimal PR controllers and HCs under nonlinear loads can reduce
the THD to 0.19%. Moreover, a comparison between various types
of controllers, including conventional PI, PI plus HCs, and PI-P plus
HCs, has been done for isolated microgrids under nonlinear load in
rtega Gonzalez et al. (2014). The microgrid’s voltage THD values
re found to be 8.8% for conventional PI, 5.2% for PI plus HCs, and
.2% for PI-P plus HCs. This implies that the suggested optimal PR
ontrollers and HCs in this study are more effective and efficient
han those mentioned in the previous research works.

Previous research works focused on employing AI algorithms
n the microgrids to select the optimal parameters of PI con-
rollers. In Ebrahim et al. (2021), a novel hybrid algorithm, namely
-HHOPSO, is implemented by hybridization between Harries
awks optimization (HHO) and particle swarm optimization (PSO)

algorithms. This reference applied H-HHOPSO algorithm on the
new microgrid architecture to optimize the PI controllers’ param-
ters of four control levels. The authors of Jumani et al. (2018)
P
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employed the grasshopper optimization algorithm to find the
best PI controllers’ gains for one control level-based islanded
microgrid. M. A. Ebrahim, et al. used a self-adaptive salp swarm
optimization algorithm in an isolated microgrid for choosing its
PI controllers’ coefficients (Ebrahim et al., 2020). In contrast to
the PI controllers, the design of PR controllers and their HCs is
nsufficiently studied in the literatures. In yan Jiang et al. (2020),
n optimal PR controller without any HCs is designed by using
SO algorithm for AC microgrid. In Gao et al. (2020), only the
esonant term of PR controller was designed and used as active
amping approach for grid-connected inverters. To the best of the
uthors’ knowledge, no previous research works employ the AI
lgorithms in AC microgrids to design optimally the coefficients
f PR controllers with their HCs.
The main contributions of the research work introduced in this

rticle can be summarized as follows

• New design guidelines, based on the new H-HHOPSO algo-
rithm cooperated with new proposed multi-objective func-
tions, are presented for tackling one of the most popu-
lar microgrid technical issues represented in the optimal
parameter-tuning of its controllers and HCs. In this paper,
the optimal control approach has three levels of control
developed in stationary αβ-frame, including PCL, SCL and
synchronization control level, based on PR controllers along
with additional HCs and PI controllers. New formulations are
developed for optimization problem of three-level control-
based microgrid. The optimization problem of three-level
control-based microgrid is formulated. The optimal design
procedures are carried out throughout two stages. The first
stage is employed for the PCL to optimize its voltage/current
PR controllers with additional HCs to regulate perfectly both
the voltage and frequency and also to suppress the fifth,
seventh, eleventh and thirteenth harmonics in microgrid’s
output voltage under linear and nonlinear loads. The second
stage is used to get the best droop controller’s coefficients,
and also to optimize the voltage and frequency PI controllers
for SCL and synchronization control level. The proposed
multi-objective function in the second stage is aimed to
eliminate the differences in voltage amplitude, frequency
and phase angle between the microgrid and the external
power grid, and also to achieve accurate power-sharing
among paralleled operated grid-supporting inverters.

• A solid comparative study is done among the conventional
PI controllers in synchronous dq-frame, other controllers in-
troduced in the literatures, the proposed H-HHOPSO-based
PR controllers and HCs in stationary αβ-frame and other
meta-heuristic optimization algorithms-based PR
controllers with additional HCs in stationary αβ-frame. This
comparative study is to prove and confirm the robustness of
the proposed optimal controllers and HCs.

The organizational structure of the rest of the paper is as
ollows: mathematical modeling of the H-HHOPSO optimization
lgorithm is expressed in Section 2. Section 3 introduces the

PCL methodology for grid-supporting VSIs, while the SCL and
synchronization control level are described in Section 4. Section 5
presents the proposed optimal design procedures of microgrid’s
controllers and HCs. The simulation results with a comparative
study between various types of microgrid’s controllers and HCs
are introduced and discussed in Section 6. Finally, the work done
n this article can be concluded in Section 7.

. H-HHOPSO optimization algorithm

The H-HHOPSO is created by hybridizing between HHO and
SO algorithms. The strength of PSO in exploration is synthesized
P. Rout et al.
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Fig. 2. Two main strategies of Harries hawks.
L

1

ith the strength of HHO in exploitation to get a more efficient
nd effective algorithm. The PSO algorithm was introduced in
ennedy and Eberhart (1995) and inspired by nature from the
ocial behavior of birds and fishes swarms in seeking food. Re-
ently, a new algorithm called HHO has been suggested in Heidari
t al. (2019) and nature-inspired by the cooperative behavior and
ttacking mechanism of Harris hawks to grasp the prey (rabbit).
he Harries hawks change their positions for catching the prey
ccording to two main strategies, namely hard and soft besiege
trategy. The hard besiege strategy is shown in Fig. 2a. In this
trategy, the hawks will change their positions from X(t) to X(t+
) and catch the rabbit. The soft besiege strategy is depicted in
ig. 2b. In this strategy, the hawks are having a lesser chance to
rasp the rabbit and therefore they will change their locations to
he next possible positions Y or Z and will try to grasp the rabbit
rom location Y or location Z using the strategy of Levy Flight (LF).

The H-HHOPSO is a novel hybrid algorithm presented in
brahim et al. (2021). This algorithm combines the advantages

of both HHO and PSO algorithms, hence gives a balance for
both the exploitation and exploration performance to achieve
the best solutions. The effectiveness of H-HHOPSO algorithm
has been confirmed in Ebrahim et al. (2021) through using it
to solve twenty-three well-known benchmark problems with
different dimensions and ranges. The mathematical model of H-
HHOPSO algorithm can be represented as follows: Firstly, the
Harris hawks are in the phase of exploration and the prey’s
escaping energy

⏐⏐Epry⏐⏐ is greater than or equal one, in which the
hawks roost randomly on some positions and use two mecha-
nisms to detect a rabbit. The two mechanisms are modeled as
the following (Ebrahim et al., 2021)⎧⎪⎨⎪⎩

X (t + 1) = β (t) ∗ (Xmd (t)
−C1 |Xmd (t) − 2C2X (t)|) q ≥ 0.5

X (t + 1) = β (t) ∗
(
Xpry (t) − Xav (t)

)
−C3 (LB + C4 (UB − LB)) q < 0.5

(1)

v (t + 1) = β (t) ∗
(
v (t) + C5 ∗

(
X (t + 1) − Xpry (t)

))
(2)

X (t + 1) = X (t + 1) + v (t + 1) (3)

where,

Epry = 2E0 (1 − t/M) (4)

β (t) = βmax − ((βmax − βmin) ∗ t/M) (5)

Xav(t) = 1/K
K∑

i=1

Xi(t) (6)

Here, X (t + 1) are the new locations of hawks after one iteration
t; X (t) are the current locations of Harris’ hawks; Xpry (t) is
the prey location; Xrnd is the hawk location, which is selected
randomly from the current population; β t is the time-varying
( ) v
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inertia weight of PSO; βmin and βmax are the minimum and maxi-
mum PSO inertia weights, which equal 0.2 and 0.9, respectively;
UB and LB are the upper bound and lower bound of variables;
C1, C2, C3, C4, C5 and q are coefficients varied randomly from
0 to 1 and updated in each iteration t; M is the maximum
iteration number; Xav(t) is the average location of the current
hawks population; K is the total hawks number; Xi(t) is the hawk
i position in iteration t; v (t + 1) is the updated velocity of PSO
particle; E0 is the initial prey’s escaping energy and M is the
maximum number of iterations.

Secondly, the Harris hawks are transferred from the explo-
ration to exploitation phase and the prey’s escaping energy

⏐⏐Epry⏐⏐
is less than one. In this situation, the hawks attack the prey using
four strategies based on the value of the prey’s escaping energy
and a random variable of r . The updated positions of hawks in
the exploitation phase are represented as the following (Ebrahim
et al., 2021)

X (t + 1) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

X1 if
⏐⏐Epry⏐⏐ < 0.5 and r ≥ 0.5

X2 if
⏐⏐Epry⏐⏐ ≥ 0.5 and r ≥ 0.5

X3 if
⏐⏐Epry⏐⏐ ≥ 0.5, r < 0.5 and F (X3) < F (X (t))

X4 if
⏐⏐Epry⏐⏐ ≥ 0.5, r < 0.5 and F (X4) < F (X (t))

X5 if
⏐⏐Epry⏐⏐ < 0.5, r < 0.5 and F (X5) < F (X (t))

X6 if
⏐⏐Epry⏐⏐ < 0.5, r < 0.5 and F (X6) < F (X (t))

(7)

v (t + 1) = α (t) ∗
(
v (t) + C5 ∗

(
X (t + 1) − Xpry (t)

))
(8)

X (t + 1) = X (t + 1) + v (t + 1) (9)

where

X1 = β (t) ∗
(
Xpry (t) − Epry

⏐⏐Xpry (t) − X (t)
⏐⏐) (10)

X2 = β (t) ∗
(
Xpry (t) − X (t)

)
− Epry

⏐⏐J Xpry (t) − X (t)
⏐⏐ (11)

X3 = β (t) ∗
(
Xpry (t) − Epry

⏐⏐J Xpry (t) − X (t)
⏐⏐) (12)

X4 = β (t) ∗

(
X3

β (t)
+ C7 ∗ LF (d)

)
(13)

X5 = β (t) ∗
(
Xpry (t) − Epry

⏐⏐Xpry (t) − Xav (t)
⏐⏐) (14)

X6 = β (t) ∗

(
X5

β (k)
+ C7 ∗ LF (d)

)
(15)

J = 2(1 − C6) (16)

F (x) = 0.01 ∗ C8 ∗ µ/|C9|
1/γ (17)

µ =

(
Γ (1 + γ ) ∗ sin(πγ /2)

Γ ((1 + γ )/2) ∗ γ ∗ 2(γ−1)/2

)1/γ

(18)

Here, C6, C8, r , and C9 are random coefficients in the range [0–
]; LF (x) is the levy-flight function; d is the dimension of the
ariables; C is a random vector by length 1 × d; γ is a constant
7
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Fig. 3. Proposed primary control strategy for grid-supporting VSIs developed in stationary αβ-frame and based on optimal current/voltage PR controllers and their
Cs.
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f 1.5; and J is the strength of the prey’s random jump which
imics the prey’s escaping behavior.

. Primary control of grid-supporting VSIs

Fig. 3 describes the power stage of a grid-supporting VSI and
ts proposed primary control methodology developed in station-
ry αβ-frame and based on optimal droop controllers as well
s optimal current/voltage PR controllers along with their ad-
itional HCs. The power stage comprises a three-phase pulse
idth modulation inverter and an LC-filter with an additional
utput inductor. The PCL approach for grid-supporting inverter,
resented in Fig. 3, consists of eight feedback loops of control
1) four inner current and voltage control loops for regulat-
ng properly the αβ-axis currents and voltages iLf α , iLf β , Vcf α
nd Vcf β , respectively (2) two outer active/reactive power loops
i.e., droop control loops) for realizing accurate active/reactive
ower-sharing among the paralleled grid-supporting VSIs (3) two
ntermediate virtual impedance loops for controlling the output
mpedance of grid-supporting inverter.

.1. Inner voltage and current control loops

As illustrated in Fig. 3, the voltage controllers track the ref-
rence signals produced by active/reactive power controllers and
Harmonic Compensators and Optimal... 240
enerate the references for the current controllers. The current
ontrollers’ output is transformed from stationary αβ-frame to
tationary abc-frame and then divided by a dc-link voltage to
btain the three-phase voltage references for the PWM. The inner
oltage and current control loops are based on the PR controllers
long with HCs to overcome the difficulties of using PI controllers
o follow AC signals. The PR controllers have a superior perfor-
ance in following the current and voltage signals in stationary
β-frame without any steady-state error. The PR controller in-
ludes a proportional term plus a resonant term tuned at the
undamental frequency. The HCs can be included with the PR
ontroller for selective harmonics compensation. In this paper,
here are four HCs for both current and voltage PR controllers to
uppress the 5th, 7th, 11th and 13th microgrid’s voltage harmon-
cs generated by nonlinear loads. Each harmonic compensator
ncludes only a resonant term which is tuned at the frequency
f the selective harmonic order.
The dynamics of the closed-loop system, shown in Fig. 4, can

e analyzed as follows

cf αβ (s) = G(s)V ∗

cαβ (s) − Ioαβ (s)Zoαβ (s) − G(s)Zvirαβ (s) (19)

where
P. Rout et al.
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Fig. 4. Block diagram of the closed loops for grid-supporting VSIs based on PR controllers with HCs.
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The closed-loop transfer function of the microgrid’s output
oltage can be derived as

(s) =
GTV (s)GTIGPWM (s)

Lf Cf S2 +
(
Cf S + GTV (s)

)
GTIGPWM (s) + 1

(20)

The transfer function of the output impedance is expressed as

oαβ (s) =
Lf S + GTI (s)GPWM (s)

Lf Cf S2 +
(
Cf S + GTV (s)

)
GTI (s)GPWM (s) + 1

(21)

ere, Vcf αβ and V ∗

cαβ (s) are the voltages across the filter capacitor
in αβ-frame and their references, respectively; Ioαβ are the output
urrents in αβ-frame; G(s) and Zoαβ are the closed-loop transfer
unction of voltage and output impedance of inverter in αβ-
frame, respectively; Lf and Cf are the inductance and capacitance
of LC-filter, respectively; and Zvirαβ is the virtual impedance in
αβ-frame. The transfer functions of the current PR controller and
its HCs are represented by Han et al. (2017)

GTI (s) = GI
PR (s) + GI

HCs (s) (22)

GI
PR (s) = KpI +

KrIS
S2 + 2ωcIS + ω2

o
(23)

I
HCs(s) =

n∑
h=5,7,11,13

KhIS
S2 + 2ωchIS + (hωo)

2 (24)

he transfer functions of the voltage PR controller and its HCs can
e expressed as (Han et al., 2017)

GTV (s) = GV
PR (s) + GV

HCs (s) (25)

GV
PR (s) = KpV +

KrV S
S2 + 2ωcV S + ω2

o
(26)

GV
HCs(s) =

n∑
h=5,7,11,13

KhV S
S2 + 2ωchV S + (hωo)

2 (27)

he transfer function of the PWM delay is as follows

PWM (s) =
1

1 + 1.5Tsas
(28)

ere, KpI , KrI , ωcI , KpV , and ωcV are the proportional gain, resonant
ain and cutoff frequency around the fundamental-frequency ωo
f PR current and voltage controller, respectively; KhI , ωchI , KhV

and ωchV are the resonant gain and cutoff frequency around
resonant-frequency hωo of current and voltage harmonic com-
pensator for harmonic order h; ωo is the fundamental frequency
of microgrid; and Tsa is the sampling time.

By using the model of the voltage closed-loop represented
by (19)–(21), the bode plot diagrams of the voltage closed-loop
in case of current/voltage PI controllers and also in case of cur-
rent/voltage PR controllers with 5th, 7th, 11th and 13th har-
monics tracking are depicted in Fig. 5. It can be observed that
nlike PI controllers, the PR controllers with HCs provide a unity
ain for voltage closed-loop response at the fundamental fre-
uency and frequencies of 5th, 7th, 11th and 13th harmonics.
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Fig. 5. Bode plot diagrams of the voltage closed-loop in case of current/voltage
PI controllers and also in case of current/voltage PR controllers with 5th, 7th,
11th and 13th harmonics tracking.

Consequently, the system based on PR controllers and HCs has a
superior performance in tracking capability without any steady-
state error at both the fundamental frequency and frequencies of
target harmonics.

3.2. Outer droop control loops

The droop control loops are responsible for realizing a proper
active/reactive power-sharing among the paralleled grid-
supporting VSIs-based DG units by using only low bandwidth
communications. It is assumed that the grid-supporting VSIs-
based DG units are integrated into the electrical power network
via predominantly inductive distribution lines. Therefore, the
active and reactive powers between the DG unit and the power
network can be determined approximately as follows

P =
VoiVbus

Xdl
∅ (29)

Q =
Voi

Xdl
(Vbus − Voi) (30)

ere, Voi and Vbus are the amplitude of the VSI output voltage
nd the amplitude of network bus voltage, respectively; Xdl is the
eactance of distribution line; and ∅ is the angle between Vbus
nd Voi , which is called the load angle. Considering the network
oltage has zero phase angle, the phase angle of inverter voltage
ill be equal to ∅. Consequently, the droop control strategy

can be employed to control and adjust the amplitude and phase
angle of the voltage reference signal according to the reactive and
active power, respectively, guaranteeing reactive and active flow
control. According to this, the droop control characteristics can
be defined as follows:

∅∗
= ∅r −

KpDPS + KiDP (P − P∗) (31)

S
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V= Vr − KpDQ (Q − Q )
(32)

Here, V ∗ and ∅∗ are the references of the voltage amplitude and
its phase angle, respectively; Vr and ∅r are the nominal values
of the voltage amplitude and phase angle, respectively; KpDP
and KiDP are the proportional and integral droop coefficients for
active power control, respectively; KpDQ is the proportional droop
coefficient for reactive power control; and P , Q , P∗ and Q ∗ are the
active and reactive powers, and their references, respectively. The
P∗ and Q ∗ must be adjusted to zero in the islanded operation.
The active and reactive powers can be calculated in stationary
αβ-frame as follow (Vasquez et al., 2013)⎧⎨⎩P =

ωcL

S + ωcL

(
Vcα ioα + Vcβ ioβ

)
Q =

ωcL

S + ωcL

(
Vcβ ioα + Vcα ioβ

) (33)

ere, Vcα , Vcβ , ioα and ioβ are the voltage across filter capacitor
nd the inverter output current in α- and β-axis, respectively;
nd ωcL is the cutoff frequency of the low pass filter, which is
sed to eliminate the ripples in active and reactive powers.

.3. Intermediate virtual impedance loops

The virtual impedance loops are employed to make the in-
erter output impedance more inductive for decreasing the cross-
oupling between active and reactive power, improving the VSIs
tability, reducing the circulating currents and damping the ac-
ive/reactive power oscillations. The stability of the droop control
pproach is enhanced by adding the virtual impedance without
ausing power losses and additional cost. The loops of virtual
mpedance can be represented in αβ-frame as follow (Vasquez
t al., 2013)

Vvirα = Rvir ioα − ωoLvir ioβ
Vvirβ = Rvir ioβ − ωoLvir ioα

(34)

Here, Rvir and Lvir are the resistance and inductance of the vir-
tual impedance, respectively; and Vvirα and Vvirβ are the voltage
correction signal of the virtual impedance loop in α-and β-axis,
respectively.

4. Secondary and synchronization controls of grid-supporting
VSIs

The droop control characteristics lead the microgrid’s fre-
quency and voltage amplitude to deviate from their nominal
values. Consequently, the SCL is necessary to eliminate these
voltage/frequency deviations for restoring their reference values.
The frequency deviation should be corrected by the SCL to be
within the permissible limits recommended by the grid exigen-
cies in Technical Paper (2008). The block diagram of the SCL
is demonstrated in Fig. 6. To generate the restoration signals
of secondary control to nullify the voltage/frequency deviations
created by droop loops, the amplitude and angular frequency of
the microgrid voltage, ωmeas

MG and Emeas
MG , are sensed and compared

with their references ω∗

MG and E∗

MG. Afterward, the different errors
are remedied throughout PI controllers to produce the correc-
tion signals of SCL to be sent to the control loops of the droop
approach for each grid-supporting VSI. The SCL compensation
signals δω

comp
sec and δEcomp

sec can be expressed as (Vasquez et al.,
2013)

δωcomp
sec = Kpsf (ω∗

MG − ωmeas
MG ) + Kisf

∫ (
ω∗

MG − ωmeas
MG

)
dt + ∆θsyn

(35)

δEcomp
sec = KpsE(E∗

MG − Emeas
MG ) + KisE

∫ (
E∗

MG − Emeas
MG

)
dt + ∆Esyn
(36)
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Here, Kpsf , Kisf , KpsE and KisE are the proportional and integral gains
of frequency and voltage amplitude secondary PI controllers,
respectively; ω∗

MG, ωmeas
MG , E∗

MG and Emeas
MG are the reference and

measured values of angular frequency and voltage amplitude,
respectively; and ∆θsyn and ∆Esyn are the compensation signals of
synchronization control level which are zero when the external
power grid is not present.

In order to prepare the microgrid to be connected to the
external power grid, the microgrid’s frequency, and voltage am-
plitude and phase should be synchronized with those of the
external main grid to ensure a seamless transition. Before re-
connecting back the microgrid to the external power grid, the
error differences in frequency, and voltage amplitude and phase
between them must be met by the recommendations of DG
units’ synchronization by IEEE Standard 1547–2003. The block
diagram of the synchronization control level is displayed in Fig. 6.
The synchronization signals, ∆θsyn and ∆Esyn, should be fed to
the control loops of droop approach to compensate the error
differences in frequency, and voltage amplitude and phase can
be expressed as (Sun et al., 2017)

∆θsyn =
(
K syn
pθ + K syn

iθ /S
) (

−vEGαvMGβ + vEGβvMGα

)
(37)

∆Esyn =
(
K syn
pE + K syn

iE /S
) (√

v2
EGα + v2

EGβ −

√
v2
MGα + v2

MGβ

)
(38)

Here, K syn
pθ , K syn

iθ , K syn
pE and K syn

iE are the proportional and inte-
gral gains of frequency and voltage amplitude PI synchroniza-
tion compensators, respectively; and vMGα , vMGβ , vEGα and vEGβ

are the microgrid and external grid voltages in α- and β-axis,
respectively.

5. Optimal design procedures of microgrid’s controllers and
HCs

The proposed optimal design procedures of microgrid con-
trollers and HCs are employed to achieve the study objectives
mentioned above. These procedures are based on a new H-
HHOPSO algorithm that cooperated with proposed multi-
objective functions. In this paper, the design procedures are
carried out through two stages. In the first stage, the parameters
of current/voltage PR controllers with their additional HCs for the
PCL are optimally designed. However, the second stage is used
to design the controllers’ coefficients of droop control, SCL and
synchronization control level.

5.1. First stage optimization procedure

The first stage is employed to tackle the design problem of
twenty-two parameters of current/voltage PR controllers with
their HCs for the PCL. The proposed multi-objective error func-
tion, mentioned in (39), was selected to reduce the THD in the
microgrid voltage, and also to minimize the arithmetic summa-
tion of the following: the integral time absolute error (ITAE) of
α-axis voltage, ITAE of β-axis voltage, α-axis current and ITAE
of β-axis current. The optimization problem for optimal design-
ing the parameters of current/voltage PR controllers with their
HCs, which is proposed by the authors, can be formulated as
Consider −→x which is given in Box I

Minimize FF = ∝1 THDV+ ∝2

(∫
∞

0
t. |eVα| dt

+

∫
∞

0
t.

⏐⏐eVβ

⏐⏐ dt +

∫
∞

0
t. |eIα| dt +

∫
∞

0
t.

⏐⏐eIβ ⏐⏐ dt)
P. Rout et al.
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Fig. 6. Block diagram of the whole microgrid system including two grid-supporting VSIs based on the proposed control approach developed in αβ-frame and
depended on the optimal controllers and HCs.
Consider −→x =

[
−→
XV
−→
XI

]
=

[
KpV KrV K5V K7V K11V K13V ωcV ωc5V ωc7V ωc11V ωc13V

KpI KrI K5I K7I K11I K13I ωcI ωc5I ωc7I ωc11I ωc13I

]

Box I.
ariable range

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0.05 ≤ KpV ≤ 5
100 ≤ KrV ≤ 1000
2 ≤ KhV ≤ 100
2 ≤ KpI ≤ 20
20 ≤ KrI ≤ 200
1 ≤ KhI ≤ 100
1 ≤ 2ωcV ≤ 10
5 ≤ 2ωchV ≤ 250
1 ≤ 2ωcI ≤ 5
20 ≤ 2ωchI ≤ 250

(39)

ere, eVα , eVβ , eIα and eIβ are the errors of the voltage and
urrent in α- and β-axis, respectively; THDV is the THD in the
icrogrid voltage, and ∝1 and ∝2 are the priority weights for
terms in the above multi-objective function. Fig. 7 depicts a

Harmonic Compensators and Optimal... 243
flowchart of the first stage of the proposed design guidelines
for obtaining the optimal parameters of current/voltage PR con-
trollers with HCs. Initially, the fitness function (FF) is calculated
during the run of the simulation model. The FF will be fed as
input to the H-HHOPSO algorithm with other inputs, including
search agents’ number, upper/lower limits of variables, maxi-
mum iterations number and search agent’s dimension. The H-
HHOPSO algorithm will generate an initial random vector of
controllers’ parameters for each search agent, which represents
a possible solution in search space. Then, the initial vector will
be updated throughout the strategy of H-HHOPSO algorithm.
Finally, the obtained results of H-HHOPSO algorithm are evalu-
ated and compared with those of other meta-heuristic optimiza-
tion algorithms, including grey wolf optimizer (GWO) (Mirjalili
et al., 2014), particle swarm optimization (PSO) and HHO, to

get the finest parameters. In this optimization problem, each

P. Rout et al.
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Fig. 7. A flowchart of the first stage of the proposed design guidelines for
obtaining the optimal parameters of current/voltage PR controllers with HCs.

Harris hawk represents a search agent exploited to search and
find the best parameters of current/voltage PR controllers and
their HCs. In this paper, the initial parameters of algorithms are
selected as following: maximum iteration number = 30, search
gents number = 20, search dimension in first stage = 22, search

dimension in second stage = 11 and number of runs for each
algorithm = 10. Fig. 8 shows the convergence curves of the PSO,
GWO, HHO and H-HHOPSO algorithms for minimizing the multi-
objective function illustrated in (39). The optimization objective
was to minimize the multi-objective function, and therefore its
lowest value has been considered as the best value. It can be
observed from Fig. 8 that the minimum obtained values of multi-
objective are 3.922133, 2.978833, 2.36785 and 1.231183 in the
cases of PSO, GWO, HHO and H-HHOPSO algorithm, respectively.
Consequently, the H-HHOPSO algorithm gives a better optimum
solution than the other algorithms.
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Fig. 8. Convergence curves of the PSO, GWO, HHO and H-HHOPSO algorithms
for minimizing the multi-objective function illustrated in (39).

5.2. Second stage optimization procedure

After the first stage is performed, the second stage is con-
ducted in this subsection. The second stage is used to opti-
mally tune eleven controllers’ parameters for both the SCL and
synchronization control levels. The suggested objective function,
mentioned in (40), was designated to minimize the arithmetic
summation of the following: ITAE in both real and reactive pow-
ers of droop control, ITAE in both frequency and voltage ampli-
tude of SCL, and ITAE in both phase angle and voltage amplitude
of synchronization control level. In this stage, the formulation of
the optimization problem can be proposed as follows

Consider[
KpDP KiDP KpDQ Kpsf Kisf KpsE KisE K syn

pθ K syn
iθ K syn

pE K syn
iE

]

Minimize FF =

∫
∞

0
t. |eP | dt +

∫
∞

0
t.

⏐⏐eQ ⏐⏐ dt +

∫
∞

0
t.

⏐⏐esecf ⏐⏐ dt
+

∫
∞

0
t. |esecE | dt +

∫
∞

0
t.

⏐⏐esynθ ⏐⏐ dt +

∫
∞

0
t.

⏐⏐esynE⏐⏐ dt

ariable range

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1e − 6 ≤ KpDP ≤ 1e − 4
0.0001 ≤ KiDP ≤ 0.001
0.0005 ≤ KpDQ ≤ 0.01
0.001 ≤ Kpsf ≤ 0.1
0.01 ≤ Kisf ≤ 15
0.01 ≤ KpsE ≤ 1
0.1 ≤ KisE ≤ 100
0.001 ≤ K syn

pθ ≤ 0.1
0.0001 ≤ K syn

iθ ≤ 0.01
0.01 ≤ K syn

pE ≤ 0.2
0.0001 ≤ K syn

iE ≤ 0.03

(40)

ere, eP and eQ are the errors in active and reactive powers
f droop control, respectively; esecf and esecE are the errors in
requency and voltage amplitude of SCL, respectively; and esynθ
nd esynE are the errors in phase angle and voltage amplitude of
ynchronization control level, respectively.

. Simulation results and discussions

The feasibility of two-stage optimal design procedures is ex-
mined throughout the two scenarios. The first scenario evaluates
he efficiency of the first design stage for the inner current and
oltage feedback loops which depend on PR controllers with their
Cs. After the first stage is investigated, the whole microgrid
ystem is tested and evaluated in the second scenario. This whole
P. Rout et al.
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Fig. 9. Three-phase output currents during linear, nonlinear and composite loads
in the case of the proposed voltage and current PR controllers plus their HCs (a)
Three-phase output currents; (b) zoomed-in view for nonlinear load currents;
(c) zoomed-in view for linear plus nonlinear load currents; (d) Zoomed-in view
for linear load currents.

system has three control levels based on the controllers and HCs
designed by the proposed optimal procedures conducted through
two stages.

6.1. Scenario I

In this scenario, it is necessary to evaluate the first stage effec-
tiveness of design procedures for voltage/current PR controllers
with their HCs. Consequently, a microgrid comprising of one DG
unit, based on only the primary control approach, shown in Fig. 3,
s modeled and simulated through a MATLAB environment. In this
ase, the control system consists of only inner feedback control
oops of voltage and current, in which the three-phase voltage
eferences are generated internally not from droop control loops.
he optimal voltage/current PR controllers with their HCs, based
n H-HHOPSO algorithm, are examined under the linear load of
0 �, nonlinear load comprising diode bridge rectifier connected
o 300 � resistive load and both the two loads (i.e. linear +

onlinear). The performance is evaluated and compared with the
onventional PI controllers, PR controllers without HCs, and PSO,
HO and GWO-based PR controllers with HCs. Fig. 9 depicts the
hree-phase output currents during linear, nonlinear and linear
Harmonic Compensators and Optimal... 245
Fig. 10. Output voltages during linear, nonlinear and composite loads in the
case of the proposed voltage and current PI conventional controllers (a) three-
phase output voltages; (b) phase-a actual voltage and its reference with the
error between them.

+ nonlinear (composite) loads in the case of the proposed volt-
age/current PR controllers plus their HCs. Figs. 10–12 illustrate
he three-phase output voltages as well as phase-a actual voltage
nd its reference with the error between them during linear, non-
inear and composite loads in cases of conventional PI controllers,
R controllers without HCs and proposed optimal PR controllers
ith their HCs, respectively. It can be observed that the proposed
ptimal PR controller with their HCs has a superior performance
n tracking the sinusoidal reference voltage with only slight os-
illations. However, the PR controllers without HCs suffer from
ignificant fluctuations in sinusoidal output voltage, which are
ncreased in the case of conventional PI controllers. Figs. 13–
5 demonstrate the harmonics spectrum of the output voltage
uring linear, nonlinear and composite loads in the cases of con-
entional PI controllers, PR controllers without HCs and proposed
ptimal PR controllers with their HCs, respectively. It can be
bserved that the THD in the output voltage during nonlinear load
ecreased from 5.23% in the case of conventional PI controllers
o 4.18% in the case of PR controllers without HCs to 0.16% in the
ase of optimal PR controllers with their HCs. Table 1 gives the
ndividual harmonics amplitudes and THD of output microgrid
oltage during linear, nonlinear and composite loads in the cases
f current/voltage PI controllers, PR controllers without HCs and
ptimal PR controllers plus their HCs. It can be observed that un-
ike the PI controllers and PR controllers without HCs, the optimal
R controllers with their HCs have the minimum values of both
ndividual harmonics amplitudes and THD in the output voltage
uring linear, nonlinear and composite loads. Fig. 16 shows a
omparative graph of individual harmonic magnitudes between
P. Rout et al.
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Fig. 11. Output voltages during linear, nonlinear and composite loads in the
case of the proposed voltage and current PR controllers without HCs (a) three-
phase output voltages; (b) phase-a actual voltage and its reference with the
error between them.

the proposed optimal PR controller plus its HCs, PR controllers
without HCs, and conventional PI controller under different types
of load. Fig. 17 demonstrates the six switching pulses for grid-
supporting inverter in the case of H-HHOPSO algorithm. Table 2
epresents the optimal parameters obtained by the proposed
esign guidelines for PR voltage/current PR controllers with their
Cs. The only limitation of the work presented in this paper is
hat the parameters obtained from the proposed guidelines may
nly need to fine-tune in practical and realistic operating condi-
ion. It can be observed from Table 2 that the computational times
or H-HHOPSO, HHO, GWO and PSO algorithms are 159.213 min,
67.845 min, 182.357 min and 162.638 min, respectively. The
roposed H-HHOPSO algorithm has a lower computational time
han the other studied algorithms. The studied algorithms were
un through a computer with installed memory (RAM) of 8.0 GB
nd processor of Intel(R) Core(TM) i7-4510U CPU@ 2.0 GHz. The
omputational times for the studied algorithms in this paper
an be extremely reduced by using high performance computing
acility. Fig. 18 clarifies the harmonics spectrum of the output
oltage during nonlinear load in the cases of PSO, GWO and HHO-
ased voltage/current PR controllers with their HCs. It can be
bserved that the THD in the output voltage during nonlinear
oad decreased from 3.28% to 2.81% to 1.75% in cases of PSO, GWO
nd HHO-based voltage/current PR controllers with their HCs, re-
pectively. Table 3 presents the individual harmonics amplitudes
nd THD of output microgrid voltage during linear, nonlinear
nd composite loads in the cases of H-HHOPSO, HHO, GWO and
SO-based voltage/current PR controllers with their HCs. At any
perating conditions, the proposed optimal PR controllers with
heir HCs meet the exigencies recommended by IEEE/IEC harmon-
cs standards and also have the best performance in minimizing
oth individual harmonic amplitudes and THD of the microgrid’s
utput voltage.

.2. Scenario II

In this scenario, the whole microgrid system, based on three
ontrol levels that cooperated with the optimal controllers and
Harmonic Compensators and Optimal... 246
Fig. 12. Output voltages during linear, nonlinear and composite loads in the
case of the proposed voltage and current PR controllers plus their HCs (a) three-
phase output voltages; (b) phase-a actual voltage and its reference with the error
between them.

Fig. 13. Harmonics spectrum of the output voltage during linear, nonlinear and
composite loads in the case of the voltage and current PI conventional controllers
(a) linear load; (b) nonlinear load; (c) composite load.

HCs designed by the proposed guidelines, is examined. In order
to test the effectiveness of the proposed control methodology
based on the optimal controllers and HCs, a microgrid consisting
of two identical grid-supporting VSIs was modeled in stationary
αβ-frame and simulated in MATLAB environment. The micro-
grid under test, including the three control levels, is shown in
Fig. 6 with the power circuit parameters and the optimal co-
efficients of the controllers and HCs listed in Tables 2 and 4.
P. Rout et al.
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Table 1
The individual harmonics amplitudes and THD of output microgrid voltage during linear, nonlinear and composite loads in the cases of current/voltage PI controllers,
PR controllers without HCs and optimal PR controllers plus their HCs.
Fundamental/
Harmonic order/
THD

Controller type

PI controller PR controller without HCs Proposed PR controller Plus HCs

Nonlinear Linear Linear +

Nonlinear
Nonlinear Linear Linear +

Nonlinear
Nonlinear Linear Linear +

Nonlinear

Fundamental 310.9 V (peak)
(100%)

311.1 V (peak)
(100%)

310.9 V (peak)
(100%)

311 V (peak)
(100%)

311 V (peak)
(100%)

311.2 V (peak)
(100%)

311.1 V (peak)
(100%)

311 V
(peak)
(100%)

311 V
(peak)
(100%)

3rd 0.1044% 0.05365% 0.04772% 0.08611% 0.03597% 0.03493% 0.001025% 0.001471% 0.002291%
5th 3.609% 0.1647% 3.369% 2.273% 0.04128% 2.215% 0.03411% 0.00438% 0.02893%
7th 2.739% 0.1205% 2.588% 2.224% 0.01596% 2.29% 0.03667% 0.000956% 0.03492%
9th 0.2413% 0.121% 0.1989% 0.08025% 0.02327% 0.04919% 0.00199% 0.002389% 0.005536%
11th 1.239% 0.4539% 0.809% 1.049% 0.05646% 1.005% 0.06105% 0.006113% 0.05723%
13th 0.9645% 0.2584% 0.6902% 0.8718% 0.06237% 0.698% 0.03738% 0.000959% 0.03775%
15th 0.3004% 0.06279% 0.1516% 0.1841% 0.04342% 0.0365% 0.0001332% 0.000428% 0.001305%
17th 0.5013% 0.3973% 0.6586% 1.912% 0.1461% 1.072% 0.02925% 0.002429% 0.02984%
19th 0.1941% 0.2639% 0.2853% 1.122% 0.13% 0.3699% 0.02938% 0.001787% 0.02923%
THD 5.23% 1.25% 4.72% 4.18% 0.63% 3.64% 0.16% 0.12% 0.16%
Table 2

The optimal parameters were obtained by the proposed design guidelines for PR voltage and current PR controllers with their
HCs.
Parameters of PR controllers and their HCs H-HHOPSO HHO PSO GWO

KpV 1.833792 3.370431 0.10303 1.328514
KrV 796.9437 764.6223 672.7865 346.5463
K5V 80.62862 18.38088 80.47264 57.14535
K7V 94.61034 27.30676 40.03947 77.5617
K11V 17.7901 27.01649 27.01085 23.63293
K13V 91.04992 4.28428 29.09901 50.16397
2ωcV 5.02142 1.870677 8.856286 4.112025
2ωc5V 5.274829 85.3602 99.27128 55.75242
2ωc7V 104.6628 129.9165 141.9648 49.75813
2ωc11V 160.7646 10.75371 95.93607 51.4355
2ωc13V 117.5536 239.1812 31.68606 216.4337
KpI 17.84921 7.767538 14.30152 4.344418
KrI 148.7882 27.79968 58.97532 195.2092
K5I 45.67919 35.45971 58.42796 30.38284
K7I 1.065081 51.02254 25.49977 68.90601
K11I 5.719752 53.75801 93.65477 37.71907
K13I 22.12468 40.88535 56.89113 39.22372
2ωcI 4.280542 3.985016 1.109482 1.221704
2ωc5I 59.82435 99.92674 38.97316 86.59314
2ωc7I 91.6601 81.81544 83.95773 125.5591
2ωc11I 28.68581 161.1439 184.5246 93.71798
2ωc13I 192.0994 196.4462 233.61 192.9981
FF value at nonlinear load 1.231183 2.36785 3.922133 2.978833
THDv at nonlinear load 0.16% 1.75% 3.28% 2.81%
THDv at computed parameters+10% 0.18% 1.87% 3.58% 2.97%
THDv at computed parameters−10% 0.21% 1.95% 3.74% 3.26%
Computational cost (Min) 159.213 167.845 182.357 162.638
The system parameters, listed in Table 4, were taken as the
ollowing: the parameters of power circuit were taken from the
iterature (Vasquez et al., 2013). However, the control parameters
ere selected by the optimal design procedures discussed in
his paper. The performance of the proposed model is tested
nder ±10% variations around the computed parameters listed
n Table 2. When the values of the controllers’ parameters are
aried in the range of ±10%, the THD in microgrid’s voltage is
lightly affected. The tested microgrid is loaded by two nonlinear
oads, each represented by a three-phase diode bridge rectifier
onnected to a resistive load of 8 ohm through an LC filter. The
erformance of the microgrid is examined under the nonlinear
oad change, and also during the suddenly disconnecting of one
rid-supporting inverter. Moreover, the compensation of devia-
ions in phase angle, frequency and voltage amplitude, by using
CL and synchronization control level, is verified and confirmed
n this section. Fig. 19 describes the microgrid voltage during
Harmonic Compensators and Optimal... 247
nonlinear loads in case of using the optimal current/voltage PR
controllers with HCs. When the HCs are deactivated, the voltage
THD is 5.82% decreased to 0.19% by activating voltage/current
PR controllers with HCs. Table 5 presents a comparative study
between our proposed optimal PR controllers with their HCs and
the previously introduced controllers in the literatures. It can
be observed that the proposed optimal procedures in this paper
have better results than the previously published researches in
this scope. Fig. 20 depicts the waveforms of output currents
for the two paralleled grid-supporting inverters sharing the two
nonlinear loads via the droop control methodology.

It is worth mentioning that Figs. 21 and 22 demonstrate the
transient response of the microgrid’s frequency and voltage, re-
spectively, with and without secondary control under the nonlin-
ear load change at t = 0.5 s and during the suddenly disconnect-
ing of one inverter at t = 1 s. At any operating conditions, it can
be observed that the deviations in microgrid’s voltage amplitude
P. Rout et al.
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Table 3
The individual harmonics amplitudes and THD of output microgrid voltage during linear, nonlinear and composite loads in the cases of H-HHOPSO, HHO, GWO and
PSO-based voltage and current PR controllers with their HCs.
Fundamen-
tal/
Harmonic
order/ THD

Controller type

H-HHOPSO based PR+HCs HHO based PR+HCs GWO based PR+HCs PSO based PR+HCs

Nonlinear Linear Linear +

Nonlinear
Nonlinear Linear Linear +

Nonlinear
Nonlinear Linear Linear +

Nonlinear
Nonlinear Linear Linear +

Nonlinear

Fundamen-
tal

311.1V
(peak)
(100%)

311V
(peak)
(100%)

311V
(peak)
(100%)

311.3 V
(peak)
(100%)

311.1 V
(peak)
(100%)

311 V
(peak)
(100%)

311.1 V
(peak)
(100%)

311.1 V
(peak)
(100%)

310.9 V
(peak)
(100%)

311 V
(peak)
(100%)

311 V
(peak)
(100%)

310.9 V
(peak)
(100%)

3rd 0.00103% 0.001471% 0.00229% 0.04547% 0.014% 0.0179% 0.0661% 0.0416% 0.01% 0.0353% 0.0443% 0.0244%
5th 0.0341% 0.00438% 0.02893% 0.1896% 0.025% 0.1173% 0.2629% 0.0777% 0.2118% 0.4879% 0.1385% 0.4627%
7th 0.03667% 0.000956% 0.03492% 0.1442% 0.0426% 0.1535% 0.1537% 0.1297% 0.1354% 0.5232% 0.1583% 0.645%
9th 0.00199% 0.002389% 0.00554% 0.05449% 0.001% 0.0622% 0.0852% 0.0186% 0.052% 0.0516% 0.1788% 0.1308%
11th 0.06105% 0.006113% 0.05723% 0.08558% 0.0477% 0.0493% 0.1999% 0.0447% 0.1207% 0.4692% 0.0908% 0.4014%
13th 0.03738% 0.000959% 0.03775% 0.03992% 0.0262% 0.0456% 0.1556% 0.0828% 0.1162% 0.1958% 0.0542% 0.116%
15th 0.00013% 0.000428% 0.0013% 0.02133% 0.0149% 0.0371% 0.0805% 0.0679% 0.0558% 0.2747% 0.121% 0.2299%
17th 0.02925% 0.00243% 0.02984% 0.01926% 0.0295% 0.0366% 0.116% 0.0589% 0.0852% 0.4589% 0.1849% 0.5%
19th 0.02938% 0.00178% 0.02923% 0.04736% 0.0458% 0.0643% 0.0894% 0.0602% 0.0523% 0.4767% 0.1275% 0.1767%
THD 0.16% 0.12% 0.16% 1.75% 1.18% 1.59% 2.81% 1.42% 2.3% 3.28% 1.74% 2.76%
Table 4
The parameters of the microgrid under study and its optimal controllers’ coefficients.
Parameter Symbol Value

Power stage

Nominal microgrid voltage V 311.13 V
Nominal microgrid frequency f 50 Hz
DC-bus voltage Vdc 750 V
Capacitance of filter Cf 25 µF
Inductance of filter Lf 1.8 mH
Inductance of output Lo 1.8 mH
Linear resistive load RL 50 �

Nonlinear linear load Lfb , Cfb , RL 84 µH, 235 µF, 8/300 �

Switching frequency fsw 15 kHz

Droop Control

Proportional droop coefficient of frequency KpDP 6.57e−5 rad/W s
Integral droop coefficient of frequency KiDP 0.0008396 rad/W
Proportional droop coefficient of voltage amplitude KpDQ 0.001288 V/VAR
Resistance of virtual impedance Rvir 0.8 �

Inductance of virtual impedance Lvir 3.6 mH

Secondary control level

Proportional and integral terms of frequency secondary controller Kpsf 0.065

Kisf 6.84

Proportional and integral terms of voltage secondary controller KpsE 0.573

KisE 80.42

Synchronization control level

Proportional and integral terms of frequency synchronization controller K syn
pθ 0.036

K syn
iθ 0.00038

Proportional and integral terms of frequency synchronization controller K syn
pE 0.016

K syn
iE 0.00086
and frequency, generated by the control loops of droop approach
and virtual impedance, are successfully nullified utilizing the SCL
strategy. The microgrid’s voltage amplitude and frequency are
recovered smoothly with a faster response than those clarified
in Technical Paper (2008) required by the grid. Furthermore,
Fig. 23 displays the achievement of the synchronization proce-
dure between the external main grid and the microgrid. It can
be observed that the instantaneous voltage waveforms of the
external power grid and the microgrid are synchronized, and
the difference (error) between them is decreased rapidly. This
result highlights the high performance of the synchronization
control level for realizing the seamless transitions during con-
necting/disconnecting to/from the external main power grid. The
Harmonic Compensators and Optimal... 248
synchronization process is accomplished considering the syn-
chronization requirements of DG units presented in IEEE standard
(2014) demanded by IEEE Std. 1547–2014.

Finally, the active/reactive power-sharing between the two
grid-supporting VSIs is illustrated in Fig. 24. From the initiation
to t = 0.5 s, the two grid-supporting inverters are connected
to the isolated microgrid and supplied the two local nonlin-
ear loads. The power and current demanded by these loads are
shared equally between two inverters. After t = 0.5 s, one load
is suddenly disconnected; therefore the output active/reactive
power and current for each inverter are decreased with equally
sharing to only compensate the active/reactive power and current
required by one load. From t = 1 s to the end of simulation
P. Rout et al.
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Table 5
A comparative study between the proposed optimal PR controllers with their HCs and the previously introduced controllers in the literatures.
Controller
type

Conventional
PI (Or-
tega Gonzalez
et al., 2014)

Adaptive PI
(Elnady and
AlShabi,
2019)

PI Plus HCs
(Ortega Gon-
zalez et al.,
2014)

PI-P plus HCs
(Ortega Gon-
zalez et al.,
2014)

Single input
interval
type-2 fuzzy
integral
(Gheisarnejad
et al., 2020)

Virtual
impedance
and voltage
compensa-
tion scheme
(Baghaee
et al., 2018)

Harmonic
droop
compensa-
tion
(Moussa
et al.,
2019)

PR plus
HCs
(Vasquez
et al.,
2013)

Proposed
optimal PR
plus HCs

THDv (%) 8.8 1.6 5.2 2.2 1.66 4.5 1.88 0.63 0.19
Fig. 14. Harmonics spectrum of the output voltage during linear, nonlinear and
composite loads in the case of the voltage and current PR controllers without
HCs (a) linear load; (b) nonlinear load; (c) composite load.

time, the first grid-supporting VSI is suddenly tripped, the output
active/reactive power and current of it becomes zero while those
of the second inverter are doubled to compensate the inter-
rupted amounts of the first inverter. The continuity of power
supply to the connected load is maintained throughout only
one grid-supporting VSI which is alone able to keep the system
stability and regulate the microgrid’s frequency and voltage. This
result indicates that the microgrid system has high reliability and
flexibility.

7. Conclusion

This paper has introduced new optimal design guidelines of
both the PR controllers along with additional HCs and the PI
controllers for three-layer cascaded control implemented on grid-
supporting VSIs-based AC microgrid. The three-layer cascaded
control approach is carried out in stationary αβ-frame, and com-
prised of the PCL, SCL and synchronization control level. The
design procedures were conducted throughout two stages. The
first stage was applied to the PCL to optimally adjust the pa-
rameters of its PR controllers along with additional HCs. In this
Harmonic Compensators and Optimal... 249
Fig. 15. Harmonics spectrum of the output voltage during linear, nonlinear and
composite loads in the case of the proposed voltage and current PR controllers
plus their HCs (a) linear load; (b) nonlinear load; (c) composite load.

stage, the optimization constraints/objectives aimed to improve
the quality of the microgrid’s output power represented in min-
imizing the voltage’s harmonics and THD and eliminating the
tracking errors for the voltage, current and frequency of the
PCL. However, the second stage was employed for the SCL and
the synchronization control level to appropriately design their PI
controllers’ coefficients. The goals of optimization in this stage
were to remove the differences in voltage amplitude, frequency
and phase angle between the microgrid and the external power
grid, and also to reduce the overshoot/undershoot, settling time
and steady-state error for the voltage and frequency of the SCL.
The two stages are based on a new hybrid optimization algorithm
between the HHO and PSO algorithms, namely H-HHOPSO. The
suggested microgrid system, based on optimal controllers and
HCs, has been modeled and simulated in a MATLAB environment
to confirm the effectiveness of the proposed control approach.
For the PCL, the performance of proposed H-HHOPSO-based volt-
age/current PR controllers with additional HCs was evaluated
P. Rout et al.
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Fig. 16. Comparative graph of individual harmonic magnitudes between the
proposed optimal PR controller plus its HCs, PR controllers without HCs, and
conventional PI controller under different types of load (a) Nonlinear load (b)
Linear plus nonlinear load (c) Linear load.

Fig. 17. Six switching pulses for grid-supporting inverter in the case of
H-HHOPSO algorithm.

according to IET/IEEE harmonic standards and compared with
the conventional PI controllers, and also compared with PSO,
GWO and HHO-based PR controllers along with additional HCs.
It was noticed that the THD of the microgrid’s output voltage
under nonlinear load decreased from 5.23% to 4.18% to 3.28%
to 2.81% to 1.75% to 0.16% in the cases of conventional PI volt-
age/current controllers, PR controllers without additional HCs,
PSO-based PR controllers with HCs, GWO-based PR controllers
with HCs, HHO-based PR controllers with HCs and H-HHOPSO-
based PR controllers with HCs, respectively. It can be concluded
that the proposed optimal controllers and HCs have a superior
performance in minimizing both individual harmonic amplitudes
and THD of the microgrid’s output voltage. Moreover, they have a
high tracking behavior for the references of voltage, current and
Harmonic Compensators and Optimal... 250
Fig. 18. Harmonics spectrum of the output voltage during nonlinear load in the
cases of PSO, GWO and HHO-based voltage and current PR controllers with their
HCs (a) PSO (b) GWO (c) HHO.

Fig. 19. The microgrid voltage during nonlinear loads in case of using the
optimal current/voltage PR controllers with HCs.

frequency with the minimum values of oscillations. Additionally,
the synchronization process between the external main grid and
the microgrid is achieved fast and accurately with acceptable
insignificant differences in voltage, frequency and phase angle.
Furthermore, the active/reactive power-sharing is appropriately
P. Rout et al.
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Fig. 20. The waveforms of output currents for the two paralleled grid-supporting
inverters sharing the two nonlinear loads via the droop control methodology (a)
DG1; (b) DG2.

Fig. 21. The microgrid’s frequency with and without secondary control.

Fig. 22. The microgrid’s voltage amplitude with and without secondary control.

ealized among the parallel grid-supporting VSIs. It can be con-
luded that the proposed optimal controllers and HCs have a
uperior performance in minimizing both individual harmonic
mplitudes and THD of the microgrid’s output voltage.
Our future work will be extended in this research area to test

he effectiveness of the proposed optimal controllers and HCs
Harmonic Compensators and Optimal... 251
Fig. 23. The achievement of the synchronization procedure between the external
main grid and the microgrid (a) External main grid and microgrid voltage during
synchronization process (b) difference error of synchronization.

Fig. 24. The active/reactive power-sharing between the two grid-supporting 
SIs.

nder the unbalanced loads and voltage flickers. Moreover, our 
uture work will employ these proposed optimal controllers with 
heir HCs in AC microgrid architecture including multiple micro-
ources such as PV panels, wind turbines, batteries and fuel cells. 
urthermore, in the future work, the challenge represented in the 

complexity of experimental validation for the proposed system 
will be overcome using low cost hardware-in-the-loop testbed.
P. Rout et al.
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In order to enable full participation of high-performance units controlled by different dispatching
centers in the performance-based frequency regulation market, a data-driven grid-area coordinated
load frequency control (GAC-LFC) strategy using unified performance-based frequency regulation
market mechanism is proposed. The strategy takes into account the coordination of LFC controllers
in different areas of the interconnected power grid, and accommodates a large number of high-
performance units controlled by dispatching centers in secondary frequency regulation. In addition,
an effective exploration-based multi-agent deep deterministic policy gradient (EE-MADDPG) algorithm
is proposed as the framework algorithm. In this algorithm, the LFC controller controlled by the
grid-dispatching center and the LFC controller controlled by the area-dispatching center in each
area are treated as different agents. Through centralized training with decentralized execution, the
coordination of LFC controllers controlled by different levels of dispatching centers in different areas
can be realized. Moreover, the algorithm introduces effective exploration strategies, agents operating
on various principles, and artificial intelligence functions based on imitation learning and curriculum
learning, which altogether constitute a more robust strategy. Through the simulation of the four-
area LFC model of the China Southern Grid (CSG), it is demonstrated that the proposed method can
simultaneously call more high-performance units, improve multi-area LFC control performance, and
reduce the frequency regulation mileage payment in each area.
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1. Introduction

Automatic Generation Control (AGC) is an important means
f realizing active frequency control in the power system. The
rid-dispatching center and the area-dispatching center monitor
he area control error (ACE) in real time, and they control ACE
y regulating the output of the grid-units and area-units, respec-
ively (Xi et al., 2018). An interconnected power grid composed of
ultiple regional power grids uses Control Performance Standard

CPS) and frequency regulation mileage criteria to assess the
erformance of the LFC in each area (Xi et al., 2021).
Most of the independent system operators (ISOs) designed for

igh power supply area coverage and for covering many areas
dopt the grid-area dispatch LFC operation mode termed ‘‘unified
ispatch and hierarchical management’’, for example, the State
rid Corporation of China (SGCC), PJM, China Southern Power
rid (CSG), etc. (Zhang et al., 2020). In the LFC structure of
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these ISOs, the power grid (Ghasempour and Lou, 2017) usually
includes a grid-dispatching center and several area-dispatching
centers (Li et al., 2022b). Each area-dispatching center corre-
sponds to an LFC area, and each different dispatching center is
autonomous. AGC units are divided into grid-units and area-units;
and LFC control is divided into grid-control areas and area-control
areas (Yu et al., 2011a).

However, this LFC mode is affected by the following problems:
(1) There are coordination problems between the LFC in differ-

ent areas, and the LFC among grid-control areas and area-control
areas. The variation in response speeds among the area-units to
frequency changes leads to overregulation or under-regulation,
thereby causing the system frequency to fluctuate.

(2) The grid-unit controlled by the grid-dispatching center
plays a limited role in frequency regulation. The grid-unit does
not actively participate in frequency regulation. It will participate
in the secondary frequency regulation only when the frequency
deviation is large, which increases the difficulty of regulating the

frequency and tie power in each area.

P. C. Satpathy et al.
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Nomenclature

Ai Control penalties of agent iA
aji The action of the i agent in j step
ai Actions of agent
aij Generation factor of jth unit in ith Area
aAArea Action of agentAArea

aBArea Action of agentBArea

aC Area Action of agentCArea

aDArea Action of agentDArea

ajsystem−5−T Action of 5-follows
ajsystem−7−T Action of 7-follows
aAgrid Action of agentAgrid

aBgrid Action of agentBgrid

aC grid Action of agentC grid

aDgrid Action of agentDGrid

Bi Natural frequency coefficient of ith area
B Coefficient
CCF1 CF1 indicator
CCPS1 CPS1 indicator
Dj
i Total regulation mileage payment of jth

unit in ith Area
D Coefficient
Di− grid
total Regulation mileage payment of ith grid-

unit
Di− area
total Regulation mileage payment of ith area-

unit
eACEi ACE of ith Area
eACEAVEmin Average value in one minute of ACE
eDi The sample created by the Demonstra-

tor
eei The sample created by the explorer
F (t) Objective function of controller in the

Demonstrator
fc Objective function of GAC-LFC
Gi Control reward term of agent iG
g Deterministic policy gradient
Hi Coefficient of ith area
J(θ ) The objective function of the agent
L(θQ ) Loss function
LAgrid Loss of agentAgrid

LBgrid Loss of agentBgrid

LC grid Loss of agentC grid

LDgrid Loss of agentDGrid

LAArea Loss of agentAArea

LBArea Loss of agentBArea

LC Area Loss of agentCArea

LDArea Loss of agentDArea

N Number of control intervals of regula-
tion services

NGaussian Gaussian noise
NOU OU noise

(3) In the conventional regulation mode, the grid-units and
rea-units are separately regulated and divided into different
ontrol areas, which leads to wastage of frequency regulation re-
ources. Therefore, the conventional regulation mode is not suit-
ble for the performance-based frequency regulation market. In
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n Number of AGC units
oji Observation of the ith agent
P i
j Output of jth unit in ith Area

Pmax−i
jG Maximum adjustable power of jth unit

in ith Area
Pci Generation command
Pmax
i Maximum adjustable capacity

Q̄ ∗
(
s′, a′

)
Target Q function

Ri Rewards of agent
r(k) Reward function of kth control interval
Sprei Regulation accuracy of the ith unit
si States of agent
Tti Time constant of ith area
Tgi Unit time constant of ith area
Vi(s) Value function
|Vi| ith node voltage⏐⏐Vj

⏐⏐ jth node voltage
Xij Reactance of transmission line ij
y1t Target value of critic 1
y2t Target value of critic 2

Greek symbols

γ Discount factor
∆Am The amplitude of the sine function of

Area A
∆Bm The amplitude of the sine function of

Area C
∆Cm The amplitude of the sine function of

Area B
∆Dm The amplitude of the sine function of

Area D
∆fAVE1min Average value in one minute of Fre-

quency deviation
∆fi Frequency deviation of ith Area
∆fi Frequency deviation of ith Area
∆P i

order−Σ Total generation power commends of
ith area

∆Pmin−i
j Minimum adjustable capacity of jth unit

in ith Area
∆Pout−i

j (k) Regulation power output of jth unit in
ith Area

∆P i
order−j Generation power commends of jth unit

in ith Area
∆P in

i Input of generation power commend of
ith unit

∆Pmin
i Minimum AGC regulation capacity of

the ith frequency regulation unit
∆Pout

i Regulation output of the ith unit
∆P rate

i Maximum regulation rate of ith unit
∆Pout

i Output of ith unit
∆Pmax

i Maximum regulation capacity of the ith
frequency regulation unit

∆P rate
i Ramp rate of the ith unit

∆Pmax−i
j Maximum adjustable capacity of jth

unit in ith Area

this mode, the grid-unit will be repeatedly regulated. In addition,
as a high-quality frequency regulation unit, the grid-unit exists
in a different control area from other area-units that belong
P. C. Satpathy et al.
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∆P rate−i
j Ramp rate of jth unit in ith Area

∆Pout
i Regulation power output of units in ith

Area
∆P2

error i(t) Power error of ith Area
∆P i− Area

order Power generation command of ith Area-
unit

∆P i− grid
order Power generation command of ith grid-

unit
∆Parea

Gi Output of ith area-unit
∆Pgrid

Gi Output of ith grid-unit
∇J(φ) Policy gradient
∇φπ JgridA Policy gradient of agentAgrid

∇φπ JgridB Policy gradient of agentBgrid

∇φπ JgridC Policy gradient of agentC grid

∇φπ JgridD Policy gradient of agentGridD
∇φπ JAreaA Policy gradient of agentAArea

∇φπ JAreaB Policy gradient of agentBArea

∇φπ JAreaC Policy gradient of agentCArea

∇φπ JAreaD Policy gradient of agentDArea

∇θi
π Ji Gradient of actor in agenti

ε Noise
ε1 The root-mean-square control target
θ rand
A The phase of the sine function distur-

bance of Area A
θ rand
C The phase of the sine function distur-

bance of Area C
θ rand
B The phase of the sine function distur-

bance of Area B
θ rand
D The phase of the sine function distur-

bance of Area D
θQ Critics network parameters
µ1 Weight coefficient
µ2 Weight coefficient
µ3 Weight coefficient
π Policy of agent
π∗ Optimal policy
πi (s) Policy function of agenti
π ′

(
si+1|θ

µ′
)

Target policy function
π∗ Optimal policy
πφ

l(s) Policy of lth ε-explorer
πφ

j(s) Policy of jth OU-explorer
πφ

m(s) Policy of mth Gaussian-explorer
χ Target entropy coefficient
ω3 Weighting coefficient

to the same area geographically, and cannot participate in the
performance-based frequency regulation market (Li et al.,
2021a,b,c).

To date, it has not been possible to realize the coordinated op-
ration of grid-LFC and area-LFC coordinated for each ISO (Zhang
t al., 2021). At present, scholars have focused mainly on the
ollowing techniques for realizing coordination between LFC con-
rollers in different area-dispatching centers covering different
reas:
(1) Fuzzy control: Yousef et al. (2014) proposed an adaptive

fuzzy logic control and applied it to a three-area LFC model, which
improved the adaptability of LFC controllers in different areas
and improved the frequency regulation performance accordingly.
Load Frequncy Control Strategy... 255
However, because the fuzzy control rules adopted by this algo-
rithm are too simple, the control accuracy of the algorithm is
low, which leads to the problem of frequency overregulation.
Ghafouri et al. (2018) proposed a hierarchical coordinated control
algorithm based on an adaptive fuzzy algorithm to achieve load
frequency control, and designed an adaptive fuzzy algorithm
to optimize the weight vector of the coordinated control per-
formance, while considering the coordination of multi-area LFC
controllers and the coordination of grid-LFC controllers. However,
because this type of algorithm still divides grid-units and area-
units into different control areas, its system frequency regulation
ability is restricted.

(2) Sliding mode control. Kumar et al. (2017) proposed a sliding
mode control algorithm and applied it to a multi-area LFC model,
and designed a sliding mode control strategy based on nonlin-
ear switching sliding mode surfaces to advantageously achieve
optimal control of multi-system load frequencies. Klimontowicz
et al. (2016) designed a sliding mode controller as the load
frequency controller of the interconnected power grid, and used
genetic algorithms (Shirazi and Menhaj, 2006) to optimize the
gain parameters and polynomial coefficient vectors in the sliding
mode controller to achieve the optimal control of multi-area LFC.
However, due to the chattering problem associated with sliding
mode control algorithm, this type of algorithm cannot be applied
for LFC control in an interconnected power grid.

(3) Robust control
An adaptive robust control was proposed in Wang et al. (1994),

which can improve the secondary frequency regulation perfor-
mance of the interconnected power grid. Overall, the above ro-
bust control methods all have good adaptive capabilities and can
improve the frequency regulation capability of a multi-area LFC.
However, because robust controllers generally do not work in the
optimal state, the steady-state accuracy of this type of controller
is poor.

Li et al. (2014) used the active disturbance rejection controller
to control the interconnected power system containing photo-
voltaics, and used the adaptive ability of the active disturbance
rejection controller to adapt to the influence of LFC in other areas.
However, the authors did not consider the non-linear character-
istics of the multi-area interconnected power system, with which
the method is incompatible.

Most of the above algorithms consider the coordination of
multi-area LFC controllers in the interconnected grid, but few
consider the coordination of grid-LFC and area-LFC. Nowadays,
the coordination of grid-LFC and area-LFC is realized mainly via
a layered optimization method, in which the grid-units and the
area-units are divided into different control areas. Zhang et al.
(2015) proposed a predictive control algorithm with a multi-area
hierarchical distributed model, in order to improve the coordi-
nation performance of multi-area controllers. However, because
MPC requires accurate modeling of the system, it cannot easily
be adapted for complex power systems. Variani and Tomsovic
(2013) proposed an LFC method based on the method of differ-
ential flatness, in which a hierarchical distributed LFC strategy
involving global optimization objectives was constructed, and the
global optimization of multi-area LFC in the grid-area coordina-
tion control framework was considered. However, this requires
each controller to obtain the state variables of the whole system
when making online decisions, which in a grid-LFC framework is
a difficult objective.

In general, researchers have not yet managed to solve the
problem of poor coordination between the grid-LFC and area-LFC
and the inter-area LFC controller, which leads to low frequency
regulation performance of the system and significant wastage of
frequency regulation resources.
P. C. Satpathy et al.
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With the development of AI technology, a large number of
earning-based multi-agent algorithms have been proposed, in-
luding the ‘‘wolf climbing’’ reinforcement learning algorithm (Xi
t al., 2015), multi-agent deep double Q learning action discovery
DDQN-AD) algorithm (Xi et al., 2020), and multi-agent deep
eterministic policy gradient (MADDPG) algorithm (Yan and Xu,
020). Since they combine the perception ability of deep learning
ith the adaptability of reinforcement learning, these learning-
ased algorithms can consider the coordination of multiple agents
sing data-driven strategies, and each can be regarded as an
deal coordinated control algorithm. However, due to their low
obustness, their LFC performance is poor.

Therefore, based on learning-based multi-agent algorithms,
data-driven grid-area coordinated LFC strategy for a unified
erformance-based frequency regulation market is proposed. The
trategy solves the coordination of poor LFC controllers in differ-
nt areas in the interconnected power grid as it calls more high-
erformance units controlled by different levels of dispatching
enters to participate in the unified performance-based frequency
egulation market and realize their coordination. In addition, an
ffective exploration-based multi-agent deep deterministic policy
radient (EE-MADDPG) algorithm is proposed as the framework
lgorithm. In this algorithm, the LFC controller controlled by
he grid-dispatching center and the LFC controller controlled by
he area-dispatching center in each area are regarded as dif-
erent agents. Through centralized training with decentralized
xecution, the coordination of LFC controllers controlled by dif-
erent levels of dispatching centers in different areas can be
ealized. Moreover, the algorithm introduces effective exploration
trategies, agents operating on a variety of principles, and AI
unctions based on imitation learning and curriculum learning,
hich altogether improve the training efficiency and exploration
apabilities of the algorithm, thus realizing a more robust strat-
gy. Through a simulation of a four-area LFC model based on
SG, it is demonstrated that the proposed method can simultane-
usly call more high-performance units, improve multi-area LFC
ontrol performance, reduce the frequency regulation mileage
ayment in each area, and realize optimal grid-area coordinated
oad frequency control.

The innovations proposed in this study are presented below:
(1) An area-unified performance-based frequency regulation

arket mode considering grid-LFC and area-LFC coordination is
eveloped. Based on such a this, the grid-unit and area-unit are
egulated in the identical control area and then managed by
ifferent agents. Compared with traditional frequency regulation
ode (Li et al., 2021a,b,c; Xi et al., 2018, 2021; Zhang et al., 2020;

Yu et al., 2011a; Li and Yu, 2021a; Li et al., 2021; Li and Yu,
2021b), this mode calls more high-quality frequency regulation
units to participate in the regulation of the system, thus reducing
wastage of frequency regulation resources.

(2) The robustness and adaptability exhibited by traditional
area-grid control coordination strategies (Yousef et al., 2014;
hafouri et al., 2018; Klimontowicz et al., 2016; Zhang et al.,
015; Xi et al., 2020) are low and ineffective. To improve the
erformance exhibited by area-grid control coordination strate-
ies, a data-driven grid-area coordinated LFC strategy is pro-
osed based on a unified performance-based frequency regula-
ion market mechanism. The LFC controller controlled by the
rid-dispatching center and the LFC controller controlled by the
rea-dispatching center in the respective area are treated as
ifferent agents. Through centralized training with decentral-
zed execution, it is possible to coordinate the LFC controllers
ontrolled by different levels of dispatch centers in different
reas.
(3) The robustness and low learning efficiency of traditional
eep reinforcement learning algorithms (Xi et al., 2020; Yan and
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u, 2020; Horgan et al., 2018; Fujimoto et al., 2019; Lowe et al.,
017). To improve the robustness and training efficiency of deep
einforcement learning algorithms, the EE-MADDPG algorithm is
roposed as the framework algorithm. Such an algorithm can
ntroduce effective exploration strategies, agents operating on
arious principles, as well as AI functions by complying with
mitation learning and curriculum learning, thereby constituting
more robust strategy on the whole.
(4) Traditional area-grid control coordination strategies

Yousef et al., 2014; Ghafouri et al., 2018; Klimontowicz et al.,
016; Zhang et al., 2015; Xi et al., 2020) can only achieve single-
bjective optimal control, whereas they fail to achieve compre-
ensive optimal of performance and regulation mileage payment.
he proposed method is capable of simultaneously calling more
igh-performance units to participate in the performance-based
requency regulation market, effectively improving the perfor-
ance and CPS1 index of multi-area LFC, reducing the frequency

egulation mileage payment, and achieving the optimal grid-area
oordinated load frequency control of the multi-area LFC.
The structure of the paper is as follows: the LFC model is

ntroduced in Section 2, and the proposed method introduced in
ection 3; the case studies are introduced in Section 4, and the
onclusions are proposed in Section 5.

. LFC model for the performance-based frequency regulation
arket

.1. Interconnected grid

.1.1. LFC model
By analyzing the transfer function of the tie line, a dynamic

odel of the tie line can be established. In the process of fre-
uency regulation, the regulation output is the difference be-
ween ∆PT ,i and the load increment ∆PD,i. It is balanced by three
actors related to power.

The power increment brought by the kinetic energy of the
nits- d

dtWi,
Load power change due to the frequency regulation effect of

the load- ∆P
′

D,i,
Line power of the tie line- ∆Ptie,i
Therefore, its energy balance equation is shown as follows (Li

et al., 2021a,b,c):

∆PT ,i − ∆PD,i =
d
dt

Wi + ∆P ′

D,i + ∆Pte,i (1)

The power increment ∆Ptie,i on the tie line is the sum of the
ower changes of the area i and all other areas.

Ptie,i =

n∑
j=1,i̸=j

∆Ptie, ij (2)

The transmission power in the transmission line is (Li et al.,
2021a,b,c):

Pij = −Pji =
|Ui|

⏐⏐Uj
⏐⏐

X
sin

(
θi − θj

)
(3)

∆ḟi =
1
2Hi

(
∆Pmi + ∆PRESi − ∆PLi − ∆Ptie,i

)
−

D
2Hi

∆fi (4)

∆Ṗmi =
1
Tti

∆Pgi −
1
Tti

∆Pmi (5)

∆Ṗgi =
1

∆Pci −
1

∆fi −
1

∆Pgi (6)

Tgi RiTgi Tgi

P. C. Satpathy et al.
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Interconnected large power grids generally use ACE to control
requency and power exchange. In the frequency control mode
of the China Southern Power Grid, flat frequency control (FFC) is
adopted in the grid-dispatch control area (Li et al., 2021a,b,c):

ACE = K∆f (7)

The method proposed in this paper does not set the grid-
dispatching control area specifically, but divides all the grid-units
into control areas. Nevertheless, the area-LFC controller and the
grid-LFC controller are still regarded as agents. The four areas
represent four provinces, whereby each province has two LFC
controllers. The four-region LFC model employs TBC according to
the following equation (Li et al., 2022a):

ACE = ∆Ptie + B∆f (8)

2.2. Frequency regulation mileage

In the unified performance-based frequency regulation mar-
ket, frequency regulation mileage is a new quantitative indicator
that reflects the actual output of each unit. According to the CSG
rules, both grid-unit and area-unit need to count frequency reg-
ulation mileage, the calculation formula of frequency regulation
mileage of the ith unit in each control interval is (Zhang et al.,
2021):

Mi(k) =
⏐⏐∆Pout

i (k + 1) − ∆Pout
i (k)

⏐⏐ (9)

Frequency regulation mileage payment can be calculated by
the equation as follows (Zhang et al., 2021):

Di =

N∑
k=1

λ · Spi · Mi(k) (10)

Spi is composed of the following three different values.
(1) Regulation rate: it refers to the rate at which the LFC

frequency regulation unit responds to the power generation com-
mand. Its calculation equation is (Zhang et al., 2021):

rate
i =

∆P rate
i

∆P rate
a

(11)

(2) Response time: it refers to the time delay for the LFC
requency regulation unit to respond to the power generation
ommand, which is (Zhang et al., 2021):

delay
i = 1 −

T d
i

5 min
(12)

(3) Regulation accuracy value: The regulation accuracy is eval-
ated according to the deviation between the allocated LFC gener-
tion power command input and the actual unit output, as shown
elow,

pre
i = 1 −

1
N

N∑
k=1

⏐⏐⏐⏐∆P in
i (k) − ∆Pout

i (k + 1)
∆Pi,a

⏐⏐⏐⏐ (13)

∆Pi,a is the allowable regulation error of the ith frequency
egulation unit in each cycle, which is 1.5% of the rated output
f the ith frequency regulation unit.
Therefore, the comprehensive frequency regulation perfor-

ance value is equal to the sum of the product of the three value
nd the weight. The result is (Zhang et al., 2021):
p
i = ω1Sratei + ω2S

delay
i + ω3S

pre
i (14)

1 + ω2 + ω3 = 1, ω1 ≥ 0, ω2 ≥ 0, ω3 ≥ 0 (15)

herein, ω1, ω2 and ω3 respectively represent the weight coef-
icients of different regulation value, which is respectively 0.50,
.25 and 0.25 in the frequency regulation market of CSG.
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2.3. CPS assessment index

The most common frequency regulation performance stan-
dard currently adopted by operators is the CPS proposed by the
North American Electric Reliability Council. The CPS standard
includes CPS 1 and CPS 2 standards. Within the assessment period
(10 min), frequency control should meet (Zhang et al., 2021):
AAVE−min∆FAVE−min

10 B
≤ ε2

1 (16)

CPS 1 standard: it mainly records the relationship between
CE variation and frequency deviation, and tends to evaluate the
ffect of LFC on frequency control (Zhang et al., 2021):

CPS1 = (2 − CF) × 100% (17)

Wherein, CF =

∑
(AAVE−min∆FAVE−min)

10Bnε21
n is the number of minutes

in the assessment period.
CPS2 standard (Zhang et al., 2021):

CCPS2 =

⏐⏐⏐∑ AAVE−min/10
⏐⏐⏐ ≤ L10

L10 = 1.65ε10
√
100BBnet

(18)

2.4. GAC-LFC

2.4.1. Control framework
As shown in Fig. 1, under the GAC-LFC framework, eight agents

are set up. These eight agents represent four area-LFC controllers
and four grid-LFC controllers. The control interval of each agent
is set at 4 s. Each area contains a grid-LFC agent and an area-
LFC agent. The grid-LFC agent in each area is responsible for
outputting the total power generation command of the grid-unit
in the area, and then dispatching the power generation command
to each grid-unit based on the PROP algorithm. The area-LFC
agent in each area is responsible for outputting the total power
generation command of area-units in the area, and then dispatch-
ing the power generation command to each area-unit based on
the PROP algorithm. During pre-learning, each grid-LFC agent and
area LFC agent need to formulate a reasonable global reward
function and adopt centralized training. In centralized training,
each agent can observe the global state, and then train the global
optimal strategy. The Energy Management System (EMS) system
of each area monitors, calculates and stores the ‘‘ACE/∆f /CPS data
and total unit output’’ of each area of the interconnected power
grid in real time, and inputs these states into the grid-LFC agent
and area-LFC agent in the area. In the interconnected grid, the
grid-LFC agent and the area LFC agent can make a global optimal
decision after observing the state of their own area, without
having to know the state of all areas.

2.4.2. Dispatch of unit
Since the frequency regulation units includes a large number

of distributed power sources and flexible loads, the units are
divided into the following categories: coal power units, gas power
units, hydroelectric power units, virtual power plant (VPP). There
are a large number of distributed power sources in the VPP.
The distributed power sources are integrated into several VPPs
by category. The EE-MADDPG algorithm calculates and outputs
the total power generation commands of the VPP, and then the
virtual power plant control center distributes the commands to
each distributed power generation unit using PROP method. The
VPP control center distributes the generation power commands to
each distributed generation unit using the PROP dispatch method,
as shown in the following equation (Zhang et al., 2021):

∆P in
i (k) =

Pmax
i∑n max ∗ ∆P in

total(k) (19)

j Pj

P. C. Satpathy et al.
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Fig. 1. GAC-LFC of Four-area system.
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2.5. Objective function

GAC-LFC aims to achieve the optimal dynamic performance
of LFC in multiple areas (thus realizing comprehensive economic
benefits), which means achieving the minimum ACE in multiple
areas while reducing the total frequency regulation mileage pay-
ment. Thus, to achieve the optimization of both dynamic perfor-
mance and economic benefits in the respective area, this method
addresses the following three parameters, i.e., total control area
deviation, the total regulation mileage payment of area-unit, as
well as the total regulation mileage payment of grid-unit, as
expressed below:

min fC = µ1

4∑
i=1

(
N∑

k=1

⏐⏐eiACE(k)⏐⏐ + (µ2

n∑
j=1

Dj
i +

m∑
x=1

Dx
i )) (20)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

eiACE(k) = ∆P i
tie(k) + B∆f i(k)

Dj
i =

N∑
k=1

λ · Spj · Mj(k)

Dx
i =

N∑
λ · Spx · Mx(k)

(21)
k=1
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where eACEi denotes the ACE of ith Area; ∆P i
tie(k) represents the Tie

ine power of ith Area; ∆f i expresses the frequency of ith Area; Dj
i

s the total regulation mileage payment of area-unit; Dx
i denotes

he total regulation mileage payment of grid-unit; µ1 and µ2 is
he weight coefficients; B is the frequency coefficient.

.6. Constraint conditions

Constraints for the thermal power generating unit, gas
enerating units, oil-fired generating units, and hydropower gen-
rating units comprise power balance constraint, frequency reg-
lation direction constraint, LFC regulation capacity upper and
ower limit constraints, as well as power generation climbing rate
onstraint:

n∑
i=1

∆P in
i (k) = ∆Porder−Σ (k)

∆Porder−(k)∗∆P in
i (k) ≥ 0

∆Pmin
i ≤ ∆P in

i (k) ≤ ∆Pmax
i⏐⏐ out out

⏐⏐ rate

(22)
∆Pi (k + 1) − ∆Pi (k) ≤ ∆Pi

P. C. Satpathy et al.
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Fig. 2. Application of the proposed algorithm.
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3. Proposed method

3.1. Application of the proposed algorithm

The proposed algorithm employs the strategy of centralized
training with decentralized execution, with the aims of obtaining
an optimal LFC coordination strategy, and realizing the coordi-
nation between the multi-area grid-LFC agent and the area LFC
agent in the interconnected grid. Since the final area-regulated
output is affected by both the grid-LFC agent and the area LFC
agent in the area, it is necessary to first consider the coordination
of the grid-LFC agent and the area-LFC agent in the same area. The
specific framework is shown in Fig. 2.

During pre-learning, each grid-LFC agent and area-LFC agent
can observe the state and actions of other agents and thus make
the training environment stable. By separately formulating differ-
ent reward functions and observing the actions of other agents,
it can be determined whether their own strategies πG

i(s) and πA
i

s) are the global optimum.
The global optimal multi-area LFC can be achieved by con-

inuously regulating their own strategies in pre-learning, so that
he coordinated control strategy of LFC can fully consider the
oordination of secondary frequency regulation between multiple
reas, so as to improve the frequency regulation performance of
ach area and reduce wastage of frequency regulation resources
n each area. Finally, agentiG and agentiA in each area obtain the
lobal optimal strategy functions πG

i(s) and πA
i (s) respectively.

During online application, agentiG and agentiA in area i input
he state of the area into their own policy functions πG

i(s) and
A
i (s), and output the total power generation commands of the

rid-unit and area-unit in the area. Just as each agent considers
he strategies of other agents in the area and other areas during
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re-learning, so during online application agentiG and agentiA
an make a global optimal action according to the state of their
wn area, which gives the proposed method an advantage over
xisting optimal control algorithms.

.2. Modeling of Markov decision process

The environment of reinforcement learning can be described
y the Markov decision process, which is a memory-less stochas-
ic process that can describe the fully observable environment.
t can be described as a set of tuples ⟨ S, A1,. . . , An, R1,. . . , Rn, P
. For the problem proposed in this paper, the LFC decision can
e modeled as a Markov decision process. The specific modeling
ethod is as follows:

.2.1. MDP modeling of agentiG
(1) Action space
Considering that the role of agentiG is to output the total

power generation command of all the grid-units in the ith area,
a total of one action is set in order to be able to use smaller
exploration noise during the exploration process, as shown in the
following equation:[
P i−grid
order /100

]
(23)

(2) State space
The State space of agentiG includes a total of three states as

follows: the ACE in the ith area, the integral of time to the ACE in
the ith area, and the total frequency regulation mileage payment
of the grid-units in the ith area, as shown:

[eiACE(t)
∫ t

eiACEdt D
i−grid
total ] (24)
0
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According to Eq. (20), in order to reduce the ACE in this area

and the total frequency regulation mileage payment, the reward
function item in this paper includes the eACE of current control
nterval, and the total frequency regulation mileage payment of
ll grid-units. In addition, in order to make the agent explore in
he direction of reducing the frequency deviation, a penalty term
is set in the function. When the frequency deviation is too large,
large positive number will be subtracted to punish the agent.
he value of comprehensive frequency regulation performance
ndex of frequency regulation mileage used in this paper uses the
istorical average value obtained through long-term simulation
o ensure that the form of the reward function is consistent. The
omprehensive reward function is as follows:

(t) = −

⎡⎣µ1 |eACE(t)|2 + µ2

n∑
j=1

Di
j(t)

⎤⎦+G (25)

Dj(t) = λ∗Sp∗

j

⏐⏐⏐∆Pgrid
Gi (t) − ∆Pgrid

Gi (t − 1)
⏐⏐⏐ (26)

G =

{
0 |∆f (t)| < 0.03 Hz

−1 |∆f (t)| ≥ 0.03 Hz
(27)

3.2.2. MDP modeling of agentiA
(1) Action space
Similar to agentiG, considering that the role of agentiA is to

output the total power generation command of all the grid-units
in the ith area, which is shown in the following equation:[
P i−area
order /100

]
(28)

(2) State space
The State space of agentiA includes a total of three states as

follows: the ACE in the ith area, the integral of time to the ACE in
the ith area, and the total frequency regulation mileage payment
of the area-units in the ith area, as shown follows:

[eiACE(t)
∫ t

0
eiACEdt D

i−area
total ] (29)

(3) Selection of reward functions
As shown in Eq. (20), in order to reduce the ACE in this

area and the total frequency regulation mileage payment, ACE is
sed as the penalty item, which is different from agentiA. This
s because agentiG has greater effect on ACE and reduces tie-
ine power mainly based on fine-tuning, while agentiA mainly
elies on high-performance units to reduce frequency deviation.
herefore, the comprehensive reward function is as follows:

(t) = −

⎡⎣µ1 |eACE(t)|2 + µ2

n∑
j=1

Di
j(t)

⎤⎦+A (30)

j(t) = λ∗Sp∗

j

⏐⏐∆Parea
Gi (t) − ∆Parea

Gi (t − 1)
⏐⏐ (31)

=

{
0 |eACE(t)| < 0.5 MW

−1 |eACE(t)| ≥ 0.5 MW
(32)

.3. MADDPG

MADDPG (Lowe et al., 2017) is an actor–critic algorithm. It
ses centralized training with decentralized execution to solve
he environmental instability problem of conventional multi-
gent deep reinforcement learning algorithms.
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In MADDPG, each agent has an independent critic network and
ctor network. In the training of agent, in addition to the state col-
ected by the agent, additional global information is provided to
he agent based on the idea of centralized training with decentral-
zed execution; However, in online applications, agents can only
ake decisions based on their own observations. Specifically, in
re-learning, the input of the critic network includes not only its
wn observations and actions, but also the states and actions of
ther agents (Global information); In contrast, the actor network
nly input its own state. Through the central training method,
ll agents’ observations and actions can be observed by each
gent. Therefore, even if the strategy of other agents changes,
he environment is still static for the critic network. In addition,
ecause the critic network is less disturbed by the non-static
nvironment, the critic network can evaluate the performance of
he strategy network more accurately, so that the agent is able to
earch for the optimal strategy in the entire state action space. At
he moment, the loss function of the critic network of the agent
s:(

θQ
g

)
= E(o,a,rg ,θ ′)∼D

[(
yg

(
rg , o′

)
− Q

(
o, a; θQ

g

))2]
(33)

Wherein,

g
(
rg , o′

)
= rg + γQ

(
o′, a′

1, . . . , a
′

g , . . . , a
′

N ; θQ ,−
g

)⏐⏐
a′
g=π

(
o′
g : θπ−

g

)
(34)

Through decentralized execution, the agent requires no addi-
ional priori knowledge when making decisions. Therefore, the
gent g’s policy gradient expression is:

θπ
g J

(
θπ
g

)
= E(o,a)∼D

[
∇θπ

g π
(
og ; θπ

g

)
∇agQ

(
o, a; θQ

g

)]
(35)

.4. EE-MADDPG framework

The MADDPG algorithm exhibits low robustness. The main
easons for this problem are presented below:

(1) Critics have overestimated the Q value. (2) The MAD-
PG algorithm has low values for samples at the initial training
tage, and the problem of sparse rewards occurs. (3) The algo-
ithm stochastically selected samples from the experience pool
or training, so the training efficiency is relatively low.

(4) Offline training. The simple exploration strategy adopted
y the MADDPG algorithm is not guided to explore in various
ction spaces. (5) The guidance technology of the MADDPG al-
orithm is insufficiently effective, so the algorithm can easily fall
o a local optimum.

EE-MADDPG refers to a multi-agent deep reinforcement learn-
ng algorithm based on MA-DDPG, aiming at improving the
obustness and exploration ability exhibited by the MADDPG al-
orithm. The EE-MADDPG algorithm exploits a distributed
ulti-agent deep reinforcement learning training framework by
omplying with on the MADDPG algorithm. There are a variety
f agents with different principles in the framework partici-
ating in large-scale exploration. Different agents play different
oles in exploring the environment to improve the robustness of
he algorithm. As shown in Fig. 3, the following techniques are
sed in the EE-MADDPG algorithm: (1) Comprehensive anti-Q
verestimation strategy is used to solve the problem 1. (2) The ex-
erience replay mechanism based on Aronson effect is employed
o address the problem 2; (3) Multi-agent distributed exploration
nd Action space guidance strategy is used to solve the problem
,4 of the MADDPG algorithm; (4) Curriculum learning strategies
s used to solve the problem 5;
P. C. Satpathy et al.
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control strategy that can consider multiple objectives. The origi-
nal intention of this strategy is to be able to coordinate different
types of units extensively. In such an algorithm, the LFC controller
regulated by the grid-dispatching center and the LFC controller
controlled by the area-dispatching center in the respective area
are treated as different agents. Through centralized training with
decentralized execution, LFC controllers controlled by different
levels of dispatching centers in different areas can be coordinated.

(2) The algorithm proposed in this study has higher robustness
nd adaptability. It uses some techniques to improve the training
fficiency and robustness of the algorithm. This improves the
eneralization, scalability and applicability of the algorithm. If it
s overall trained, most control problems can be addressed by
sing this algorithm, i.e., a scalable deep reinforcement learning
lgorithm.

.4.1. Overview of training framework with roles-based framework
(1) Overview of agents
The structure of the algorithm includes the parallel systems,

xplorers, teachers, followers, leaders, and public experience
ools.
As shown in Fig. 4, Parallel systems: each parallel system in-

ludes a complete four-area LFC model environment and 8 agents.
ach area i includes an agentiG and an agentiA. Each agentiG and

agentiA may be any combination of 8 explorers, 8 teachers, and
8 followers. The specific combination is shown in Eq. (35). The
environment in each parallel system is stochastic.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

agent1G = agent2G = agent3G = agent4G
= agent1A = agent2A = agent3A = agent4A
= exp lorer(ε greedy) Parallel system1

agent1G = agent2G = agent3G = agent4G
= agent1A = agent2A = agent3A = agent4A
= exp lorer(OU noise) Parallel system2

agent1G = agent2G = agent3G = agent4G
= agent1A = agent2A = agent3A = agent4A
= exp lorer(Gaussian noise) Parallel system3

agent1G = agent2G = agent3G = agent4G
= agent1A = agent2A = agent3A = agent4A
= Teacher(Fuzzy PID and PSO) Parallel system4

agent1G = agent2G = agent3G = agent4G
= agent1A = agent2A = agent3A = agent4A
= Follow(OU noise) Parallel system5

agent1G = agent2G = agent3G = agent4G
= agent1A = agent2A = agent3A = agent4A
= Teacher(Fuzzy-FOPID and GA) Parallel system6

agent1G = agent2G = agent3G = agent4G
= agent1A = agent2A = agent3A = agent4A
= Follow(Gaussian noise) Parallel system7

(36)

Leaders: Leaders are the agents that are deployed in the GAC-
LFC coordination strategy in online applications. All other agents
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act as sample providers in the pre-learning which provide sam-
ples to each leader for learning. The main responsibility of each
leader is to collect samples from the public experience pool in
each step and update its own neural network parameters, and
then regularly transmit these network parameters to the relevant
explorer for updating.

Explorers: The main responsibility of explorers is to use mul-
tiple strategies to explore the environment of their respective
parallel systems, and provide the obtained exploration samples to
the relevant leader. There is only one actor network in each ex-
plorer, and different explorers use different exploration principles
to conduct distributed exploration of environments.

Teachers: On the basis of imitation learning, there is a con-
troller in each teacher. The controllers in different parallel
systems all use different algorithms and are able to obtain out-
standing performance. The main responsibility of each teacher is
to effectively interact with the environment to obtain demonstra-
tion samples, and then provide them to the leaders for learning.
These demonstration samples are high-value samples that can
effectively guide the training of each leader.

Followers: The responsibility of the followers is to explore
around each teacher’s motion locus and obtain more high-value
tracking samples. Drawing on the concept of imitation learning,
each follower observes the relevant teacher’s movements and
explores the small area around its motion locus to obtain high-
value samples. Since in parallel systems 4 and 6 the teachers are
used to explore the demonstration samples, the environment of
parallel systems 4 and 6 is copied to parallel systems 5 and 7
in each step in order to track each teacher’s motion locus and
explore the small area around it. The followers add noises of
different sizes based on each teacher’s motion to explore the
periphery of its motion locus, thus increasing the possibility of
obtaining higher-value samples.

Public experience pools: There are two independent public
experience pools in each leader. Public Experience Pool 1 stores
samples from the explorers and followers, and Public Experience
Pool 2 stores samples from the teachers.

(2) Algorithm flow overview
This algorithm uses a large-scale centralized training model.

Leader is responsible for centralized training, and explorer,
Teacher, Follows are responsible for real-time execution and
exploration of environment. The training process is as follows:

(i) Initialize the parameters of leaders, explorers, follows, and
teacher in each area.

(ii) Set up explorer or Teacher in areas A, B, C, and D of each
parallel system according to the episode.

(iii) For each parallel system, a stochastic-phase sine wave is
added to the area A, area B, area C, and area D. Each episode
lasts 1800 s. The amplitude of the sine function increase with the
increase of episode, as shown in the Eq. (37).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

DisturbanceA = sin(0.0001t + θ rand
A ) 0 s ≤ t ≤ 3600 s

DisturbanceB =

{
0 0 s ≤ t ≤ 900 s

sin(0.0001t + θ rand
B ) 900 s ≤ t ≤ 3600 s

DisturbanceC =

{
0 0 s ≤ t ≤ 1800 s

sin(0.0001t + θ rand
C ) 1800 s ≤ t ≤ 3600 s

DisturbanceD =

{
0 0 s ≤ t ≤ 2700 s

sin(0.0001t + θ rand
D ) 2700 s ≤ t ≤ 3600 s

(37)

(iv) The explorer, Teacher, and follows in each parallel system i
respectively obtain the actions that need to be executed according
to the current state and input them into the environment.
P. C. Satpathy et al.
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interact with the environment to obtain samples of different

agents in each area (For example, the sample of agentiG in area

is eiA = (sit−A, a
i
t−A, r

i
t−A, s

i
(t+1)−A, a

i
t−B, a

i
t−C , a

i
t−D)), and store

these samples into their corresponding public experience pools

of A-leader, B-leader, C-leader, and D-leader.
(vi) After all agents interact with the environment, each leader

stochastically selects experience from its own public experience
pool to train its own actor neural network, and regularly trans-
mits network parameters to the corresponding explorer. In train-
ing, the Critics input not only its own state, but also the actions
taken by all other agents in the same parallel system. Critics
updates the network parameters by minimizing the loss. The
strategy loss is

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

LareaA =
1
K

K∑
j=1

(
yj − Q1

(
sj, . . . , aareaB , aareaC , aareaD , agridA , agridB , agridC , agridD , θQ1

))2
,

LgridA =
1
K

K∑
j=1

(
yj − Q1

(
sj, aareaA , aareaB , aareaC , aareaD , agridB , agridC , agridD , θQ ‘

1

))2
,

LareaB =
1
K

K∑
j=1

(
yj − Q2

(
sj, . . . , aareaA , aareaC , aareaD , agridA , agridB , agridC , agridD , θQ2

))2
,

LgridB =
1
K

K∑
j=1

(
yj − Q2

(
sj, aareaA , aareaB , aareaC , aareaD , agridA , agridC , agridD , θQ ‘

2

))2
,

LareaC =
1
K

K∑
j=1

(
yj − Q3

(
sj, . . . , aareaA , aareaB , aareaD , agridA , agridB , agridC , agridD , θQ3

))2
,

LgridC =
1
K

K∑
j=1

(
yj − Q3

(
sj, aareaA , aareaB , aareaC , aareaD , agridA , agridB , agridD , θQ ‘

3

))2
,

LareaD =
1
K

K∑
j=1

(
yj − Q4

(
sj, . . . , aareaA , aareaB , aareaC , agridA , agridB , agridC , agridD , θQ4

))2
,

LgridD =
1
K

K∑
j=1

(
yj − Q4

(
sj, aareaA , aareaB , aareaC , aareaD , agridA , agridB , agridC , θQ ‘

4

))2
,

(38)

Then the gradient descent method is used to calculate and
pdate the parameters of the current actor in each leader. The
radient calculation equation is

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇θ1
π JareaA =

1
K

K∑
j=1

∇θ1
π π (o, θ1π ) ∇a

×Q1

(
sj, . . . , aareaB , aareaC , aareaD , agridA , agridB , agridC , agridD , θQ1

)
∇θ2

π JareaB =
1
K

K∑
j=1

∇θ2
π π (o, θ2π ) ∇a

×Q2

(
sj, . . . , aareaA , aareaC , aareaD , agridA , agridB , agridC , agridD , θQ2

)
∇θ3

π JareaC =
1
K

K∑
j=1

∇θ3
π π (o, θ3π ) ∇a

×Q3

(
sj, . . . , aareaA , aareaB , aareaD , agridA , agridB , agridC , agridD , θQ3

)
∇θ4

π JareaD =
1
K

K∑
j=1

∇θ4
π π (o, θ4π ) ∇a

×Q4

(
sj, . . . , aareaA , aareaB , aareaC , agridA , agridB , agridC , agridD , θQ4

)

(39)
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇
θ1

π ′ JgridA =
1
K

∑
j=1

∇
θ1

π ′ π

(
o, θ1π ′

)
∇a

×Q1

(
sj, aareaA , aareaB , aareaC , aareaD , agridB , agridC , agridD , θQ ‘

1

)
∇

θ2
π ′ JgridB =

1
K

K∑
j=1

∇
θ2

π ′ π

(
o, θ2π ′

)
∇a

×Q2

(
sj, aareaA , aareaB , aareaC , aareaD , agridA , agridC , agridD , θQ ‘

2

)
∇

θ3
π ′ JgridC =

1
K

K∑
j=1

∇
θ3

π ′ π

(
o, θ3π ′

)
∇a

×Q3

(
sj, aareaA , aareaB , aareaC , aareaD , agridA , agridB , agridD , θQ ‘

3

)
∇

θ4
π ′ JgridD =

1
K

K∑
j=1

∇
θ4

π ′ π

(
o, θ4π ′

)
∇a

×Q4

(
sj, aareaA , aareaB , aareaC , aareaD , agridA , agridB , agridC , θQ ‘

4

)

(40)

Since the interaction of agents can affect the control effect of
the LFC in each area, during intensive training, each agent can
fine-tune its own actions according to the actions of other agents
observed, so as to coordinate with agents in other areas to achieve
a mutually balanced state and obtain a balanced optimal solution.

3.4.2. Parallel system
In this method, a total of 7 parallel systems are set up, and

each parallel system has different environments, that is, different
stochastic load disturbances, as shown in Eq. (41). In addition,
the amplitude of the sine function in Eq. (41) increases as the
number of episodes increases, as shown in Eq. (41). Such sim-
ple techniques enable the environment in each parallel system
to continuously transit from a simple ACE environment with a
small error to a complex ACE environment with a large error,
even to some stochastic environment with complex scenes. In
accordance with the concept of curriculum learning, the agent
progresses from simple to difficult stages in training, thus its
training efficiency increases over time.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

|∆Am| , |∆Bm| , |∆Cm| , |∆Dm| ⊆ [0, 150) 0 ≤ episodes < 1000

|∆Am| , |∆Bm| , |∆Cm| , |∆Dm| ⊆ [150, 300) 1000 ≤ episodes < 2000

|∆Am| , |∆Bm| , |∆Cm| , |∆Dm| ⊆ [300, 450) 2000 ≤ episodes < 3000

|∆Am| , |∆Bm| , |∆Cm| , |∆Dm| ⊆ [450, 600) 3000 ≤ episodes < 4000

|∆Am| , |∆Bm| , |∆Cm| , |∆Dm| ⊆ [600, 750) 4000 ≤ episodes < 5000

|∆Am| , |∆Bm| , |∆Cm| , |∆Dm| ⊆ [750, 900) 5000 ≤ episodes < 6000

|∆Am| , |∆Bm| , |∆Cm| , |∆Dm| ⊆ [900, 1050) 6000 ≤ episodes < 7000

|∆Am| , |∆Bm| , |∆Cm| , |∆Dm| ⊆ [1050, 2600) 7000 ≤ episodes < 8000

(41)

In addition, for agents in parallel systems in different episodes,
it is necessary to limit the action space of the agents in it in order
to improve the exploration ability of the algorithm. The specific
action space of the agent is as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a(agentiG), a(agent
i
A) ⊆ [0, 600) 0 ≤ episodes < 1000

a(agentiG), a(agent
i
A) ⊆ [150, 1200) 1000 ≤ episodes < 2000

a(agentiG), a(agent
i
A) ⊆ [300, 1800) 2000 ≤ episodes < 3000

a(agentiG), a(agent
i
A) ⊆ [450, 2400) 3000 ≤ episodes < 4000

a(agentiG), a(agent
i
A) ⊆ [600, 3000) 4000 ≤ episodes < 5000

a(agentiG), a(agent
i
A) ⊆ [750, 3600) 5000 ≤ episodes < 6000

a(agentiG), a(agent
i
A) ⊆ [900, 4200) 6000 ≤ episodes < 7000

i i

(42)
a(agentG), a(agentA) ⊆ [1050, 8400) 7000 ≤ episodes < 10000

P. C. Satpathy et al.
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Fig. 3. Techniques used in the EE-MADDPG algorithm.
Therefore, as more and more episodes are completed, the ac-
ion space changes and adapts to different stochastic disturbance
anges, thereby ensuring that each action is an effective action
hat can change the environment and obtain the best results.

.4.3. Explorer
In this paper, the explorer structure includes one actor net-

ork and different network models. Explorers of different parallel
ystems use different exploration principles. There are three dif-
erent exploration principles as follows: greedy strategy, Gaussian
oise, and OU noise.
The exploration strategy of the explorer in a parallel system

s set as greedy strategy, named: ε-explorer, and its exploration
ctions are as follows:

l
ε =

{
π l

φ(s) With ε probability

alrand With 1 − ε probability
(43)

The exploration strategy of the explorer in a parallel system is
et as OU noise, named OU-explorer. Different OU-explorer uses
tochastic OU noise with different variances to explore, and its
xploration actions are as follows:
j
OU = π

j
φ(s) + N j

OU (44)

The exploration strategy of the explorer in a parallel sys-
em is set as Gaussian noise, named Gaussian-explorer. Different
aussian-explorer uses stochastic Gaussian noise with different
ariances, and its exploration actions are as follows:
m
Gaussian = πm

φ (s) + Nm
Gaussian (45)

.4.4. Teacher and imitation learning strategy
A conventional algorithm cannot obtain more high-value sam-

les at the beginning of training, and so it falls into the local
ptimal solution. Drawing on the concept of imitation learning,
he proposed method creates expert samples to improve the pro-
ortion of high-quality samples in the algorithm. In each area of a
arallel system, there are two types of teachers: TeacherG, which

represents the grid-LFC controller with different control princi-
ples; and, TeacherA, which represents the area-LFC controller.
During pre-learning, these two types of teachers can interact
with the parallel system environment to obtain more high-value
samples and add them to the public experience pool.
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The different controllers adopted by each teacher include
fuzzy PID and fuzzy FOPID. The coefficients of each controller
are set manually, and the following IAE indicators are mainly
considered in the coefficient optimization:

F (t) =

∫
∞

0
t(e(t))2dt (46)

3.4.5. Follower and imitation learning effect
There is a ‘‘top-down rule’’ in the imitation law, the founder of

the imitation learning method: the inferior imitates the superior;
likewise, lower-level characters imitate upper-level characters.
In human psychology, imitation is a prerequisite for fulfillment.
Importing this concept into AI, in order to obtain more high-value
samples in the initial stage of training, followers add noise to
the actions given by the teacher in order to effectively study its
surrounding area. They imitate the motion locus of the teacher,
producing high-value samples.

In Parallel System 5, there are 8 followers in each area cor-
responding to the 8 teachers in Parallel System 4. In Parallel
System 5, there are 8 followers in each area corresponding to
teachers in Parallel System 6. The structure of each followers
includes a replicator and a noise generator. Parallel systems 5
and 7 include a complete LFC model. During the training, the
state of Parallel System 4 and the actions and states of teachers
are completely copied to Parallel System 5, and Gaussian noise is
added on the basis of the original actions of teachers, as shown
in the Eq. (47). The state of Parallel System 6 and the actions
and states of teachers are completely copied to Parallel System
7, and an OU noise is added on the basis of the original actions
of teachers, as shown in the Eq. (48). Following this operation,
high-value tracking samples can be obtained and stored in Public
Experience Pool 1 of the corresponding leader. According to the
parallel system, they are named 5-follows, and 7-follows.

The OU noise detection strategy is used in the parallel space
5-follows. Followers use square-differentiated stochastic Gaus-
sian noise. The specific solutions discussed are as follows:

ajsystem−5−T = uj
Fuzzy−PID(s) + N j

Gaussian (47)

Different parallel spaces 7-follows uses stochastic OU noise
with different variances:

aj = uj (s) + N j (48)
system−7−T Fuzzy-FOPID OU

P. C. Satpathy et al.
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Fig. 4. Framework of the EE-MADDPG algorithm. 
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Each leader consists of 2 critic networks, 2 target critic net-
works, an actor network, a target actor network, and 2 public
experience pools. Each parallel space has a total of 8 leaders.
Explorers, teachers and followers put samples into the public
experience pool for leader to regularly collect and learn, and then
update its own parameters. Further the parameters in the cor-
responding target actor are transmitted to the actor of explorer
in each parallel system. It uses the following three techniques to
solve the Q value overestimation problem.

(i) Clipped multiple Q-learning is used to calculate the target
alue
1
t = r (st , at) + γ min

i=1,2
Qθ ′

i

(
st+1, πφ1 (st+1)

)
(49)

(ii) Policy delay update strategy. The critic adopts a delayed
pdate strategy. After updating the critic network d times, the
ctor network is updated once.
(iii) The critic uses the smooth regularization policy. Citric

stimates the Q value by bootstrapping the estimated value of
he similar state action pair:

t = r (st , at) + Eε

[
Qθ ′

(
st+1, πφ′ (st+1) + ε

)]
(50)

Smooth regularization is achieved by adding a stochastic noise
o the target strategy and averaging on the mini-batch:

t = r (st , at) + γ min
i=1,2

Qθt

(
st+1, πφ′ (st+1) + ε

)
(51)

.4.7. Experience replay mechanism based on Aronson effect
The Aronson effect refers to the psychological phenomenon of

person’s attitude gradually becoming more negative as rewards
ecrease, and gradually becoming positive as rewards increase.
he Aronson effect also refers to the psychological phenomenon
f people gravitating towards other people or things that increase
heir own sense of self-worth. In reference to this construct, more
amples with high rewards should be gradually added for the
eader to learn in order to enable the leader to learn more effec-
ively. Therefore, the algorithm uses two independent experience
ools to store samples. The samples collected by explorers and
ollowers are put into Public Experience Pool 1, and the samples
ollected by Teachers are put into Public Experience Pool 2.
During training, the experience samples in the buffer experi-

nce pool 1 are selected with a probability ξ , and the samples in
he experience pool 2 are selected with a probability 1-ξ . Since
t is impossible for other agents to obtain high-value samples at
he beginning of training (at the moment, the quality of samples
ollected by Teachers are the highest), the probability ξ is very
mall in order to obtain more high-value samples at the beginning
f the training. As the episodes increase, the value of the samples
ollected by the explorer in the later stage exceeds the model
amples of Teachers, so this probability gradually increases as the
pisodes increase, as shown in Eq. (52).

=

⎧⎪⎨⎪⎩
0.8 Episodes ≤ 1000

0.9 1000 < Episodes ≤ 2000

1 Episodes > 2000

(52)

.4.8. Training flow
As shown in Fig. 5, the flow of the proposed algorithm is as

ollows

.4.9. Parameter selection principle
(1) Learning rate α (0 < α < 1). Weigh the stability of the

roposed algorithm qualitatively, a larger α can increase the
earning speed, and a smaller α can enhance the system stability.
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o exhibit a faster learning while ensuring stability, α is selected
s 0.001.
(2) Discount factor γ (0< γ < 1). The discount factor reflects

he attenuation value of the future reward of the function. A value
lose to 1 should be selected. Simulation verification, choosing γ

s 0.97, will get better control effect.
(3) Greedy factor of ε-explorer (0< ε < 1). The greedy strategy

s exploited to select the action by complying with the probability
f ε, and the random strategy is adopted to select the action in
ccordance with the probability of (1-ε), The explorer employs
low-probability random strategy to break the local optimum,

o choose a value close to 1. As revealed from the simulation,
electing ε as 0.90 will achieve better control effects.
(4) Noise variance of Gaussian-DDPG-explorer, OU-DDPG-

xplorer. As impacted by the use of multiple Gaussian-DDPG-
xplorer, OU-DDPG-explorer, a noise sequence is proposed to
mprove the exploration ability. Noise variance of jth OU-DDPG-
xplorer is 0.07+0.009*j, and the noise variance of mth Gaussian-
DPG-explorer is 0.07+0.09*m.
The mentioned represents the four main parameters applied,

and all the optimal parameters are given. The above parameters
are determined by conducting a theoretical analysis combined
with the trial-and-error methods, other than relying solely on
trial and error methods.

4. Case studies

In order to demonstrate the superior qualities of the proposed
algorithm, a series of simulations were carried out, each consist-
ing of two stages: pre-learning, and online application. In each ex-
periment, or case study, the EE-MADDPG algorithm-based GAC-
LFC has been compared against the following similar algorithms:
Apex-MADDPG algorithm-based GAC-LFC (Horgan et al., 2018),
MATD3-based GAC-LFC (Fujimoto et al., 2019), and MADDPG-
ased GAC-LFC (Lowe et al., 2017). In addition, the following
onventional algorithms are included: PSO optimized fuzzy PID
ontroller (PSO-Fuzzy-PID) (Bahrami et al., 2014), GA optimized
uzzy PID controller (GA-Fuzzy-PID) (Tan, 2009), Takagi Sugeno
fuzzy PID controller (Zhang et al., 2021), and PI controller op-
timized by PSO (PSO-PID) (Tan, 2010), PID optimized by GA
GA-PID) (Ray et al., 2009), Fuzzy-FOPID (Zeng et al., 2017), FOPID
lgorithm (Pan and Das, 2015), are used as comparison.
Both the simulation model and programs presented above are

eveloped with a server comprising 48 CPUs. The single CPU is
2.10 GHz Intel Xeon Platinum processor and the RAM of the

erver is 192 GB. The simulation software package applied in this
tudy is MATALB/Simulink version 9.8.0 (R2020a).
The four-area LFC model consists of areas A, B, C, and D,

hich are, respectively, Guangdong Province, Guangxi Province,
uizhou Province, and Yunnan Province.

.1. Pre-learning

In the pre-learning stage, a continuous sinusoidal load dis-
urbance with a period of 1800 s, an amplitude of 900 MW, a
uration of 1800 s, and a phase 0.5*π is applied to Area A. The
raining diagram is shown in Fig. 6.

In Fig. 6, the curve represents the average value of rewards
of episodes in the respective algorithm. As indicated from Fig. 6,
the learning speed of the MA-TD3 and MADDPG algorithms is
slow, and significant oscillations occur in the learning process.
Although the final average reward values of the Ape-x-MADDPG
algorithm and the EE-MADDPG algorithm are slightly inconsis-
tent, the EE-MADDPG algorithm converges to the optimal solu-
tion earlier and the process is more stable. Furthermore, since
the training method of large-scale deep reinforcement learning
P. C. Satpathy et al.



i
c
s
r
a
o
t
t

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
Fig. 5. EE-MADDPG flow.
Fig. 6. Convergence curve of MA-DRLs.
s employed in the EE-MADDPG algorithm, under the identical
onditions, the learning time of the EE-MADDPG algorithm is
ignificantly shorted than that of the MA-TD3 and MADDPG algo-
ithms. Moreover, the average reward value of the EE-MADDPG
nd Ape-x-MADDPG algorithm after convergence exceeds that
f the MA-TD3 and MADDPG algorithms, thereby demonstrating
hat the distributed training methods are capable of improving
he quality of the solutions obtained by training.
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In this study, the computational cost is determined by adopt-
ing the computation time of the respective algorithm for
training. As indicated from the data listed in Table 1, the com-
putation time required for the EE-MADDPG algorithm and the
Apex-MADDPG algorithm by employing the distributed deep
reinforcement learning training framework reaches 18 213.6 s
and 27 321.9 s, respectively. In comparison, the computation time
required for MATD3 and MADDPG by applying the traditional
P. C. Satpathy et al.
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Computation time of each algorithm for training.
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Algorithm Time (s)

EE-MADDPG 18213.6
Apex-MADDPG 27321.9
MATD3 92232.1
MADDPG 99321.2

deep reinforcement learning training framework reaches
92 232.1 s and 99 321.2 s, respectively. The computation time
of the deep reinforcement learning algorithm by applying the
distributed reinforcement learning framework is significantly less
as compared to the algorithm by applying the traditional deep re-
inforcement learning training framework. The computation time
of the EE-MADDPG algorithm is about 0.13 times that of the
MATD3 algorithms. The distributed deep reinforcement learning
training framework helps lower the computational cost signifi-
cantly since the distributed deep reinforcement learning training
framework is dependent of multiple agents in multiple paral-
lel systems for distributed exploration, which can expedite the
exploration and increase the efficiency of agent training. It is
noteworthy that the EE-MADDPG algorithm introduces compre-
hensive anti-Q overestimation strategy, the experience replay
mechanism based on Aronson effect, action space guidance strat-
egy as well as curriculum learning strategies, thereby effectively
up-regulating the probability of exploring and training to high-
value samples in training, expediting the agent training process,
and lowering computational costs. Accordingly, the EE-MADDPG
algorithm achieves a shorter computation time. It is therefore
concluded that the computational cost of the EE-MADDPG algo-
rithm is significantly lower than that of other algorithms, thereby
demonstrating that the EE-MADDPG algorithm can significantly
reduce the computational cost in training and satisfy the time
requirements of actual applications.

4.2. Online application

4.2.1. Case 1: Stochastic step disturbance
Stochastic step load disturbances with amplitude between

5000 MW and −5000 MW are used, and the EE-MADDPG
lgorithm is compared with the other algorithms. Fig. 7(a)–(f) and
able 2 provide the online optimization results of the algorithms.
The results in Table 2 show that, compared to the other

hree MA-DRL algorithms and other algorithms, the CPS1 of
he EE-MADDPG algorithm in all four areas (A, B, C, and D)
s the largest. In addition, the |∆f |avg and |EACE |avg results in
ach area for the EE-MADDPG algorithm are the smallest among
ll algorithms. Moreover, the frequency regulation mileage pay-
ent of the EE-MADDPG algorithm in the four areas is much

ower compared with the other algorithms. Therefore, in contrast
ith the other algorithms, EE-MADDPG can achieve the optimal
ulti-area control performance and economic benefits within the
ontext of grid-area coordinated control. Compared with other
lgorithms, the CPS1 value of the EE-MADDPG algorithm in Area
is 1.73%–8.14% higher, its |∆f |avg result is 41.66%–88.13% lower,

ts |EACE |avg results is 23.11%–73.92% lower, and its regulation
ileage payment is 2.59%–123.5%.
These patterns indicate that the EE-MADDPG algorithm, which

ses a MA-DDRL training framework and uses a variety of tech-
iques to improve the agent’s exploration ability and robustness,
s more capable of delivering a higher-performance LFC coordi-
ated control strategy. Under different step disturbances, the EE-
ADDPG algorithm can coordinate grid-LFC agents and area-LFC
gents, so that each agent can output a sufficiently coordinated
Load Frequncy Control Strategy... 267
Table 2
Statistical results of Case 1.
Area Algorithm |∆f |avg/Hz |ACE|avg/MW CCPS1/% Payment/$

Area A

EE-MADDPG 0.00893 40.873 172.61 4434
Ape-MADDPG 0.01316 50.319 169.62 8620
MATD3 0.01265 50.321 167.58 7431
MADDPG 0.01526 59.217 165.14 9890
PSO-Fuzzy-PID 0.01377 52.238 166.59 7583
GA-Fuzzy-PID 0.01680 62.093 161.42 8472
TS-Fuzzy-PID 0.01396 52.582 166.66 7852
PSO-PID 0.01656 62.095 165.36 11440
GA-PID 0.01424 71.086 158.56 4549
Fuzzy-FOPID 0.01424 53.258 167.63 8474
FOPID 0.01427 53.663 167.66 8632

Area B

EE-MADDPG 0.00766 2.378 198.21 431
Ape-MADDPG 0.01037 2.448 197.05 580
MATD3 0.01026 2.655 197.35 544
MADDPG 0.01214 2.555 196.85 667
PSO-Fuzzy-PID 0.01143 3.176 197.51 534
GA-Fuzzy-PID 0.01374 2.766 196.50 680
TS-Fuzzy-PID 0.01156 2.864 197.65 554
PSO-PID 0.01284 2.855 197.54 846
GA-PID 0.01369 4.627 202.80 1601
Fuzzy-FOPID 0.01154 2.579 196.45 542
FOPID 0.01151 2.519 196.73 595

Area C

EE-MADDPG 0.00757 2.452 197.52 349
Ape-MADDPG 0.00916 2.977 196.69 438
MATD3 0.00931 2.930 196.88 414
MADDPG 0.01075 3.459 196.08 473
PSO-Fuzzy-PID 0.01057 3.511 195.15 332
GA-Fuzzy-PID 0.01242 3.288 196.67 526
TS-Fuzzy-PID 0.01065 3.497 195.34 348
PSO-PID 0.01113 3.447 196.85 620
GA-PID 0.01183 4.327 197.58 679
Fuzzy-FOPID 0.01031 3.204 196.46 451
FOPID 0.01026 3.220 196.42 457

Area D

EE-MADDPG 0.00758 3.036 196.95 515
Ape-MADDPG 0.00901 3.188 196.94 626
MATD3 0.00926 3.129 197.12 590
MADDPG 0.01053 3.626 196.56 647
PSO-Fuzzy-PID 0.01021 3.271 196.77 547
GA-Fuzzy-PID 0.01183 3.938 195.67 708
TS-Fuzzy-PID 0.01029 3.143 196.95 569
PSO-PID 0.01108 4.048 195.88 654
GA-PID 0.01108 3.657 196.83 725
Fuzzy-FOPID 0.01187 3.246 196.80 646
FOPID 0.01006 3.306 196.92 691

total power generation command to the corresponding unit. As
shown in Fig. 7(b) and (c), such a coordination strategy can ensure
that there is no overregulation and fluctuation in the output
of each unit in Area A (Fig. 7(b) and (c)), so that there is no
overregulation of total regulated output in Area A (Fig. 7(a)).
Moreover, as shown in Fig. 7(d), since the grid-LFC agent and
the area-LFC agent in different areas under the control of the
EE-MADDPG algorithm can effectively coordinate, the amount
of overregulation of the tie line power is also small. Therefore,
such stable regulation can reduce wastage of frequency regulation
resource of units in Area A, and avoid repeated regulation of units,
thereby reducing the frequency regulation mileage payment. In
addition, the EE-MADDPG algorithm can call more fast units
to participate in the secondary frequency regulation, including
hydropower units (G9, G10) in the area-units and hydropower
units that have fast capabilities in the grid-units (GG1-GG5).
Thus, EE-MADDPG has a faster response speed, and it can re-
store the frequency and ACE to stable values more smoothly
and quickly (Fig. 7(e) and (f)). By contrast, the other MA-DRL
algorithms lack the complex techniques needed for enhanced ex-
ploration ability, and they apply sub-optimal coordinated control
strategies, and in some cases even have difficulties with converg-
ing. Therefore, such algorithms are unable to use the optimal
P. C. Satpathy et al.
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Fig. 7. Results of Case 1.
control allocation strategy to improve their own performance,
and they are affected by larger regulation power overregulation,
which in turn causes continuous fluctuation of ∆f and ACE,
and affects LFC performance and frequency regulation mileage
payment.

The other conventional control algorithms include fuzzy-based
algorithms and optimization-based algorithms. Among them, the
Fuzzy-based algorithms has the ability to self-regulate parame-
ters, so it can adjust the parameters of the controller according
to the real-time state of the system to adaptively deal with
the highly stochastic environment. As shown in Fig. 7(a) and
(d), fuzzy-based algorithms obviously have better performance
compared with the optimization-based algorithms, with faster
response speed of units and smoother recovery speed, and so
the fuzzy algorithms have better frequency regulation perfor-
mance (Fig. 7(e) and Fig. (f)). However, although the fuzzy-based
algorithms can adaptively regulate the controller parameters to
Load Frequncy Control Strategy... 268
reduce such fluctuations, this type of regulation cannot play
a practical role because the rules are too simple, and there
occur mutual coupling and huge influence between the many
controllers.

However, neither of these two algorithms considers the co-
ordination between the LFC controllers in different levels and
in the multiple areas, which results in the overregulation of
the total regulated output of the units in Area A (Fig. 7(a)). In
addition, because the controllers between multiple areas can-
not be coordinated, the power of the tie line becomes very
large, and the amount of overregulation increases greatly
(Fig. 7(d)).

This results in a serious waste of frequency regulation re-
sources, which produces a decrease in control performance and
an increase in the frequency mileage (Fig. 7(e), (f), (g)), which
increases the fluctuation of frequency deviation and fluctuation
of ACE.
P. C. Satpathy et al.
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Fig. 7. (continued).
In summary, compared to other algorithms, the EE-MADDPG
algorithm has the best multi-area control performance and the
smallest frequency regulation mileage payment under stochastic
step load disturbances.

4.3. Case 2: A four-area interconnected grid system with distributed
power source disturbances

In this model, the actual wind power disturbance, photovoltaic
disturbance and stochastic disturbance are introduced to the
four-area model.

As shown in Table 3, in Area A, compared with the other
algorithms, the |∆f |avg result for the proposed algorithm is 3.01%–
56.02% lower, its |E | result is 1.31%–45.81% lower, its
ACE avg

Load Frequncy Control Strategy... 269
regulation mileage payment is 0.03%–58.69% lower, and its CPS1
is 0.24%–0.87% higher. Similarly, in areas B, C and D the EE-
MADDPG algorithm also has the smallest |∆f |avg and |EACE |avg and
the largest CPS1.

However, the EE-MADDPG algorithm does not obtain the low-
est frequency regulation mileage payment result. This is because
when there occur disturbances in areas A and B, the amplitude
of the disturbances is so large that areas B and C lend too much
power support, which increases the frequency regulation mileage
payment in the two areas. However, Fig. 8(k) shows that the
total frequency regulation mileage payment of the EE-MADDPG
algorithm is the smallest out of all algorithms, indicating that
the EE-MADDPG algorithm, which can consider the coordina-
tion between the area-LFC agent and the grid-LFC agent, and
P. C. Satpathy et al.
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Fig. 8. Results of Case 2.
which has greater exploration ability and robustness, not only
can improve the ACE regulation ability of LFC, but also reduce
the frequency regulation mileage payment. In addition, it is able
to effectively reduce wastage of frequency regulation resources
under any stochastic disturbance due to its greater robustness.

Moreover, Fig. 8(a)–(j) shows that, since the EE-MADDPG algo-
rithm can consider the coordination between area-LFC agents and
grid-LFC agents, when there occurs a disturbance in the area, the
Load Frequncy Control Strategy... 270
area-LFC agents and the grid-LFC agents. The LFC agents respond
quickly. While avoiding the reduction in control performance and
economic performance caused by the combination of the area-
LFC and the grid-LFC in the area, the algorithm also considers the
area-LFC agent and grid-LFC in multiple areas. In addition, the
LFC system in other areas can also give more emergency support
power to the area, thus improving the frequency regulation
ability in the disturbed area. In addition, Fig. 8(a) shows that
P. C. Satpathy et al.
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Table 3
Statistical results of Case 2.
Area Algorithm |∆f |avg/Hz |ACE|avg/MW CCPS1/% Payment/$

Area A

EE-MADDPG 0.00332 9.91 198.70 23034
Ape-MADDPG 0.00452 10.04 198.16 25445
MATD3 0.00341 12.95 198.22 24007
MADDPG 0.00382 11.37 197.85 27975
PSO-Fuzzy-PID 0.00487 10.73 197.92 23042
GA-Fuzzy-PID 0.00422 10.73 197.43 24738
TS-Fuzzy-PID 0.00466 10.61 197.92 23650
PSO-PID 0.00392 11.49 197.76 32425
GA-PID 0.00391 11.78 197.69 30777
Fuzzy-FOPID 0.00518 14.45 196.98 36553
FOPID 0.00342 10.23 198.12 24380

Area B

EE-MADDPG 0.00423 5.02 193.69 11674
Ape-MADDPG 0.00362 5.50 193.27 12655
MATD3 0.00357 5.49 193.28 11633
MADDPG 0.00386 5.35 193.38 12321
PSO-Fuzzy-PID 0.00494 10.44 189.63 11135
GA-Fuzzy-PID 0.00422 10.44 193.23 12213
TS-Fuzzy-PID 0.00475 9.54 190.27 11345
PSO-PID 0.00388 5.18 193.50 13293
GA-PID 0.00390 6.24 193.96 14484
Fuzzy-FOPID 0.00511 6.03 193.12 16159
FOPID 0.00367 5.54 193.24 11651

Area C

EE-MADDPG 0.00344 2.99 197.74 4938
Ape-MADDPG 0.00345 3.13 197.38 7281
MATD3 0.00363 3.12 197.39 5003
MADDPG 0.00361 3.31 197.37 4918
PSO-Fuzzy-PID 0.00467 5.81 197.45 5243
GA-Fuzzy-PID 0.00403 5.81 197.38 5428
TS-Fuzzy-PID 0.00446 5.59 197.53 5613
PSO-PID 0.00378 3.29 196.74 5414
GA-PID 0.00359 3.29 197.29 6076
Fuzzy-FOPID 0.00463 4.40 196.78 6076
FOPID 0.00350 3.23 197.33 4977

Area D

EE-MADDPG 0.00354 3.17 198.46 5377
Ape-MADDPG 0.00356 3.26 198.06 6212
MATD3 0.00355 3.25 198.07 6170
MADDPG 0.00367 3.30 198.17 5795
PSO-Fuzzy-PID 0.00485 3.36 198.30 5652
GA-Fuzzy-PID 0.00404 3.36 198.06 5911
TS-Fuzzy-PID 0.00463 3.27 198.30 5714
PSO-PID 0.00463 3.52 198.12 6404
GA-PID 0.00371 3.42 197.96 5828
Fuzzy-FOPID 0.00374 5.24 197.93 5828
FOPID 0.00461 3.37 197.90 6823

because the EE-MADDPG algorithm uses a variety of techniques
to improve the generalization of the algorithm, thereby improv-
ing the robustness of the overall strategy, the algorithm attains
better performance in each stochastic disturbance. Among the
other algorithms, other MA-DRL algorithms have sub-optimal
robustness, so they show completely different performances in
each stochastic disturbance, which increases wastage of resources
caused by repeated LFC regulation, thus reducing LFC perfor-
mance and increasing regulation mileage payment. The Fuzzy-
based algorithms have relatively better frequency regulation
performance and less regulation mileage payment due to their
adaptive regulation ability. However, because this type of algo-
rithm cannot consider the coordination of grid-LFC and area-
LFC controllers in multiple areas, it does not achieve optimal
performance. The instantaneous CPS1 result obtained by the EE-
MADDPG algorithm in Area A is smoother and more stable,
and the maximum CPS1 deviation is smaller. As evidenced in
Fig. 8(k), the overregulation problem of ACE is solved because the
EE-MADDPG algorithm considers the problem of multi-area LFC
coordination. More high-quality frequency regulation resources
are used to improve frequency regulation capabilities and reduce
wastage of frequency regulation resources, and so frequency
regulation mileage is reduced. Therefore, under each disturbance,
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the algorithm’s final total frequency regulation mileage payment
is the smallest, and the multi-area economic benefits are optimal.

5. Conclusion

Based on the above analysis, the following conclusions are
rawn:
(1) In order to enable full participation of high-performance 

nits controlled by different dispatching centers in the 
erformance-based frequency regulation market, a data-driven 
rid-area coordinated load frequency control strategy using uni-
ied performance-based frequency regulation market mechanism 
s proposed. Thus, the strategy solves the problem of poor coor-
ination among LFC controllers in different areas of the intercon-
ected power grid.
(2) In addition, an effective exploration based multi-agent

epth deterministic policy gradient (EE-MADDPG) algorithm is 
roposed as the framework algorithm. In this algorithm, the LFC 
ontroller controlled by the grid-dispatching center and the LFC 
ontroller controlled by the area-dispatching center in each area 
re treated as agents. Through centralized training and decen-
ralized execution, the coordination of LFC controllers controlled 
y different levels of dispatching centers in different areas can 
e realized. Moreover, the algorithm introduces (i) Comprehen-
ive anti-Q overestimation strategy (ii) The experience replay 
echanism based on Aronson effect; (iii) Multi-agent distributed 
xploration and Action space guidance strategy (iv) Curriculum 
earning strategies, which altogether improve the training effi-
iency and exploration ability of the algorithm and amount to a 
ore robust strategy.
(3) In the simulation of the four-area LFC model of CSG, in

hich the EE-MADDPG algorithm is compared with MA-DRLs 
nd other conventional algorithms, it is found that, compared 
ith other algorithms, the CPS1 result is 0.24%–0.87% higher, its 

∆f |avg result is 3.01%–56.02% lower, its |EACE |avg result is 1.31%–
5.81% lower, and its regulation mileage payment is 0.03%–
8.69% lower. Therefore, this method can significantly reduce the 

system frequency deviation of each area, and effectively reduces 
the frequency regulation mileage payment, so as to finally realize 
coordinated control of grid-area LFC.

The main reasons why the algorithm cannot be employed
practically are presented below. The EE-MADDPG algorithm can-
not be trained on the actual power grid since the actual grid 
fails to withstand unexpected results (e.g., the serious collapse 
of the grid frequency attributed to training). If it is required to 
be achieved, a digital twin system with the identical response 
performance as the actual power grid should be built.

(4) Future work: Our subsequent work aims to build a digital
twin system and verify the method in the actual power grid
system. Moreover, more techniques will be exploited to improve 
algorithm performance.
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Hybrid electric vehicle
Plug-in electric vehicle

a b s t r a c t 

Today, the Internal Combustion Engine (ICE) is gradually being replaced by electric motors, which results in
higher efficiency and low emission of greenhouse gases. The electric vehicle either works wholly or partially on
electrical energy generated from batteries and ultra-capacitors. The battery or ultra-capacitor is either charged
from the AC supply connected to a grid line in a plug-in electric vehicle or from ICE in a hybrid electric vehicle.
Alternatively, the battery charges from the traction motor by regenerative braking. In the reverse direction, the
energy from the battery or ultra-capacitor is injected into the AC grid line in the plug-in electric vehicle. Power
electronic converters play a vital role in the conversion process from grid line to traction motor and in the re- 
verse direction. In this paper, the role of power electronics converters in an electric vehicle is elaborated. The
bidirectional DC-DC converter plays a vital role in the power conversion process of electric vehicles. The existing
bidirectional DC-DC converter topologies are discussed with a comprehensive review, comparison, and applica- 
tion. Additionally, the advancement in power electronics converters to improve the efficiency and reliability of
the vehicular system is elaborated.
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In electric vehicle technologies, the state-of-the-art of power electronics 
converters configurations 
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. Introduction

Fossil fuel is depleting gradually due to excessive use to propel
n the conventional vehicular system ( Bhaskar, Padmanaban & Holm-
ielsen, 2019 b; Ida, Murakami & Tanaka, 2014 ; Querini, Dagostino,
orel & Rousseaux, 2012 ; Shareef, Islam & Mohamed, 2016 ;
illiamson, Rathore & Musavi, 2015 ; Yong, Ramachandaramurthy &

an, 2015 a). Moreover, the demand for fossil fuel is also gradually in-
reasing due to advancements in the vehicular system ( Afonso, Mar-
ues & Fuinhas, 2017 ; Gielen et al., 2019 ; Guo, Liu, Sun & Jin, 2018 ;
enniches, 2018 ). The efficiency of conventional ICE is nearly 20%.
he remaining energy is wasted as heat and Greenhouse Gases (GHG)
s a by-product after combustion ( Adams, Klobodu & Apio, 2018 ;
wasthia et al., 2017 ). Some key features of EVs are ease of operation;

ewer moving parts that reflect increasing efficiency, pollutant-free, ca-
able of frequently starting and stopping operation, and high starting
orque ( Adams et al., 2018 ). Apart from this, the electric vehicle is be-
oming an emerging concept in renewable generating facilities and ad-
anced grid systems ( Awasthia et al., 2017 ). In a Plug-in Electric Vehi-
&  
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le (PEV), the battery injects power into the gridline to overcome the
verload problem and to provide ancillary services ( Gough, Rowley &
alsh, 2014 ; Mukherjee & Gupta, 2015 ; Schaltz, Khaligh & Rasmussen,

009 ; Subramaniam et al., 2019 ). All these features of electric vehicles
re encouraging researchers to take this technology to the next level. 

In recent advancements in automobile system, advanced Power Elec-
ronics Converters (PECs) and motor drives play an essential role in
ehicular technology ( Baha & Thomas, 2013 ; Bhaskar et al., 2019 a;
haskar, Sanjeevikumar, Holm-Nielsen, Pedersen & Leonowicz, 2019 c;
madi, Rajashekara, Williamson & Lukic, 2005 ; Krishna, Daya, Sanjee-
ikumar & Mihet-Popa, 2017 ; Un-Noor, Padmanaban, Mihet-Popa, Mol-
ah & Hossain, 2017 ). In EVs, PECs and electric motor drives control
he flow of electrical energy within the vehicle or from the external
harging station or grid to the vehicle and vice versa ( Awasthia et al.,
017 ; Subramaniam et al., 2019 ). This makes EVs pollutant-free, more
fficient, higher performance and increases the durability of the ve-
icle ( Bhaskar et al., 2018 ; Daramy-Williams, Anable & Grant-Muller,
019 ; Daya et al., 2016 ; Lane et al., 2018 ; Li, Khajepour & Song, 2019 ;
ahami, Kazemi & Farhanghi, 2003 ; Wu & Gao, 2006 ; Zhao, He, Yao
 Huang, 2019 ; Zhou, Yang, Cai & Ying, 2018 ). In a conventional ICE
S. Samantray et al.
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Fig. 1. General classification of electric vehicle.
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ehicle, 6 V to 12 V is needed to start up and to run other electric equip-
ent ( Miller & Webster, 1997 ). The hydraulic system such as brake

nd mechanically driven system such as steering is being replaced by
n electrically driven system, which makes it more efficient and safer
 Adams et al., 2018 ). The luxurious load such as power windows, high
ower headlamp, and auto start-up is introduced in advanced automo-
ile systems that demand higher power with different voltage ratings to
ork. Hence, power electronics converters are responsible for the ad-
ancement in EVs ( Chan, 2002 ). 

This paper will elaborate on the state-of-the-art of the PECs in the
attery, hybrid, fuel cell, and plug-in electric vehicle systems and com-
are the associated advantages and disadvantages of the existing PECs
or theze vehicular systems. In this paper, section-II elaborates the clas-
ifications of an electric vehicles, their structures, modes of operation,
nd the role of PECs in each vehicular system. Section-III deals with the
ole of PECs in existing electrical vehicular technology and discusses
he non-isolated bidirectional DC-DC converter. Section-IV includes the
hallenges in power electronics vehicular systems. 

. Types of electrical vehicle and role of power electronics

onverter

EVs use electrical energy to drive the vehicle and for the electri-
al appliances in the vehicle to function. According to the International
lectro-Technical Commission’s Technical Committee (IETCTC), if the
ehicle uses two or more energy sources, storage device, and converter
o drive the vehicle, then it’s called a Hybrid Electric Vehicle (HEV) as
ong as at least one source is providing electrical energy ( Awasthia et al.,
017 ). EVs are classified into different types according to the combina-
ion of sources ( Bayindir, Gozukucuk & Teke, 2011 ). The battery alone
orks as a source in the Battery Electric Vehicle (BEV), fuel cell and bat-

ery in Fuel Cell Electric Vehicle (FCEV), battery and ICE in HEV, and
attery and grid or external charging station in PEV as shown in Fig. 1 .
he details of the EV types are discussed in the following section. 

.1. Battery electric vehicle 

.1.1. Architecture of battery electric vehicle 

In a BEV, the battery provides power to drive the train of the vehi-
le ( Cassani & Williamson, 2009 ; Ehsani, Gao & Gay, 2005 ; Grunditz &
hiringer, 2016 ). The rechargeable battery storage unit acts as a fuel
ank in BEV. Therefore, the range of a BEV depends on the capacity
f the battery unit. Typically, once it is fully charged, the BEV covers
00 km to 250 km distance ( Awasthia et al., 2017 ). In BEV, ICE is re-
laced by an electric motor to propel which makes it a pollution-free
ehicle. The typical structure of BEV is shown in Fig. 2 (a). The 14 V to
In Electric Vechile Technologies... 274
00 V rechargeable batteries is used in BEV according to the type of vehi-
le. Light-duty, mid-duty, and heavy-duty vehicles need 14 V, 120 V and
50 V DC batteries, respectively ( Hegazy, Barrero & Van Mierlo, 2013 ;
usavi, Craciun & Gautam, 2014 ; Rodatz, Garcia & Guzzella, 2003 ).
wo operating modes are observed in BEV. The power from the battery

s transferred to the vehicle through a DC-DC converter and an inverter
n the battery operating mode. In regenerative braking mode, the power
enerated by traction motor transfers to the battery via rectifier and DC-
C converter. 

.1.2. Role of PECs in battery electric vehicle 

In BEV, the unidirectional step-up DC-DC converter is adopted to
oost the voltage as per the demand of the propelling system and elec-
rical load ( Adams et al., 2018 ; Awasthia et al., 2017 ). The low volt-
ge/power rated equipment, such as mobile charger receives supply
rom the battery. The DC voltage of the battery is transferred to a high
oltage DC bus through the step-up converter. The high voltage DC bus
upply power to higher voltage rated equipment such as projector lamps.
he function of the DC-AC inverter is to convert DC into a variable (volt-
ge and frequency) three-phase AC to drive the AC motor. To drive the
ehicle, and other electronic types of equipment, the DC power sup-
ly from the battery is used as fuel. The voltage controller controls the
C-DC converter to maintain the charging level of the battery at its
aximum and minimum limits ( Miller & Webster, 1997 ) as shown in

ig. 2 (b).

.2. Fuel cell electric vehicle 

.2.1. Architecture of fuel cell electric vehicle 

The hybrid FCEV is a type of electric vehicle in which both the fuel
ell and the battery provide electrical power to drive the train of the ve-
icle ( Lai & Nelson, 2007 ; Marchesoni & Vacca, 2007 ; Thomas, 2009 ).
n FCEV, oxygen from the air is combined with the stored hydrogen
o generate power for driving the electric motor. From a fuel tank, hy-
rocarbon gas is transferred to the fuel reformer to achieve purity of
ydrogen gas and is stored in the fuel cell stack ( Tazelaar, Veenhuizen
 Jagerman, 2013 ). As per the requirement of power, hydrogen for fuel
ell stacks is combined with oxygen from the air to generate electricity,
nd excess electricity can be saved in batteries or ultra-capacitors. 

There are different types of fuel cells available in the market, such as
olymer electronic membrane (PEM), direct methanol fuel cells, phos-
horic acid fuel cells, regenerative fuel cells, reformed methanol fuel
ells, solid oxide fuel cells, and molten carbonate fuel cells ( Das, Tan &
atim, 2017 ). Both hybrid and fuel cell vehicles are pollutant-free, and
he by-product is water. The schematic block diagram of hybrid and fuel
ell vehicle is shown in Fig. 3 (a). The operating mode of FCEV is divided
S. Samantray et al.



Fig. 2. Battery Electric Vehicle (a) Typical structure of BEV, (b) Control scheme operating modes of BEV.

Fig. 3. Fuel Cell Electric Vehicle (a) Typical structure of FCEV, (b) Operating modes of FCEV.
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nto five modes, as shown in Fig. 3 (b). In fuel mode, the fuel cell acts
s a source of energy to propel the train individually. In battery mode,
he battery works as a source of energy to drive the train. If both the
attery and fuel supply are together, then it is called a "combined mode"
 Miller & Webster, 1997 ). In split mode, the fuel cell supplies power to
rive the vehicle, and excess energy is utilized to charge the battery. In
 regenerative mode, the traction motor acts as a source to charge the
attery ( Jafri & Gupta, 2016 ; Schaltz, 2010 ). 

.2.2. Role of PECs in fuel cell electric vehicle 

In FCEV, the electric energy is generated from the battery and fuel
ell. The main goal of FCEVs is to convert electrical energy from fuel
ells to usable power for various loads of the vehicle by using an effi-
ient method to improve the efficiency and performance of the vehicle
 Adams et al., 2018 ; Awasthia et al., 2017 ). 

Low voltage DC equipments, such as mobile charger, auto starters
eceives power directly from a battery or fuel cell. For motor drive and
igh voltage applications, the low voltage is stepped-up to 300 V us-
ng a step-up DC-DC converter. The traction controller is adapted to
aintain the required speed of the vehicle by varying the amplitude

nd frequency of the inverter output. The voltage controller is adapted
o maintain the maximum and minimum charging levels of the battery
nd to increase its life, as shown in Fig. 4 . In FCEV electrical system, a
idirectional DC-DC power converter plays a key role to controlling the
nergy flow from the fuel cell to a traction motor during motor mode
nd from the motor to the battery during regenerative braking mode
n hybrid FCEV. The bidirectional DC-DC power converter controls the
nergy flow with the help of traction and voltage controllers. 
In Electric Vechile Technologies... 275
.3. Hybrid electric vehicles (HEVS) 

The hybrid electric vehicle is a combination of an ICG vehicle and a
EV ( Gao, Ehsani & Miller, 2005 ). The ICE provides the necessary pro-
elling power to drive the train of vehicles. By regenerative mechanism,
he lost energy during the braking mechanism is stored in the battery to
ncrease the efficiency and economy of the vehicle. Customarily, there
re two types of hybrid electric vehicles, namely Series Hybrid Elec-
ric Vehicle (SHEV) and Parallel Hybrid Electric Vehicle (PHEV) ( Chiu
 Lin, 2006 ; Gruosso, 2014 ; Zhang & Williamson, 2008 ). To improve
ower, performance and fuel economy, a third series-parallel hybrid ve-
icle (SPHEV) was introduced by combining the features of SHEV and
HEV ( Gurkaynak, Khaligh & Emadi, 2009 ). 
S. Samantray et al.



Fig. 5. SHEV (a) Typical structure of SHEV (b) Different operating mode of SHEV.
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.3.1. Series hybrid electric vehicle 

In SHEV, both ICE and the battery is modeled in such a way that
hey can generate the necessary power to propel the train and periph-
ral electric/electronic equipment ( Parag Jose & Meikandasivam, 2016 ;
oche, Shabbir & S., 2017 ). In SHEV, the mechanical energy from ICE

s converted to electrical form by using a generator. The generated AC
ower is converted into the DC form to charge the battery by using an
C-DC rectifier ( Akbarian, Pillay & Lopes, 2015 ). In SHEV, the ICE is
ot directly connected to the traction motor to drive the train. In be-
ween ICE and the traction motor, the battery is the intermediate unit.
o drive the train, SHEV requires three propulsion devices. ICE will
enerate mechanical energy, and the generator will convert mechanical
nergy into electrical energy, whereas the traction motor will convert
he electrical energy to mechanical energy for propelling the vehicle
 Nayanatara, Shanmugapriya & Gurusivakumar, 2014 ; Razavian, Azad
 McPhee, 2012 ). Therefore, the efficiency of SHEV is lower. The typical

tructure of SHEV is shown in Fig. 5 (a). 
In SHEV, the battery is the primary source of power to drive the train.

he ICE runs at the optimal speed to drive the generator and charge the
attery. When the State of Charge (SOC) of the battery is minimized, the
CE starts to charge the battery. As the SOC reaches its maximum level
f around 65% − 70%, the ICE stops charging the battery. The battery
s the source of power to drive the train, which reduces the fuel con-
umption and emissions of the vehicle. The SHEV is a viable solution
hen the frequent starting and stopping of the vehicle is required, such
s in city rides ( Miller & Webster, 1997 ). Three operating modes are
bserved in SHEV. First, in the fuel mode, ICE is utilized to charge the
attery according to the SOC of the battery. In the battery mode, the
ropelling power is gained from the battery. The traction motor also
cts as a source during braking operations to charge the battery, which
s called regenerative braking mode, as shown in Fig. 5 (b). 

.3.2. Parallel hybrid electric vehicle 

The PHEV is another type of HEV in which both the ICE and the
attery act as a source to drive the train of the vehicle ( Desai &
illiamson, 2009 ; Li, Yu & Ding, 2010 ). Both the ICE and the battery

an drive the train individually, as shown in Fig. 6 (a). Both the ICE and
he electrical motor are coupled to the driving shaft via two clutches.
he ICE is directly connected to the mechanical shaft of the drive train
o propel the vehicle ( Adams et al., 2018 ). As there are no intermedi-
te conversion stages between ICE and the drive train, the efficiency of
HEV is greater when compared to SHEV. For long distance range, a
HEV is a viable solution due to no intermediate conversion state as in
HEV. Hence, the vehicle is fuel efficient ( Olson & Sexton, 2000 ). 

In a PHEV, there are three different ways to utilize the ICE and bat-
ery, as shown in Fig. 6 (b). In motor mode, the battery is utilized to
ower the train, which is a viable solution for lower speeds. In fuel
ode, the ICE runs at an optimal speed to drive the train at high speed.
uring braking or deceleration operations, the traction motor acts as a
In Electric Vechile Technologies... 276
enerator to charge the battery in regenerative braking mode ( Miller &
ebster, 1997 ). 
In PHEV, the lowest DC voltage is boosted by a bidirectional DC-DC

onverter to feed the high voltage DC bus. The function of the three-
hase inverter is to convert the constant DC voltage into variable AC
oltage and frequency to maintain the torque and speed of the traction
otor. 

.3.3. Series-Parallel hybrid electric vehicle 

The Series-Parallel Hybrid Electric Vehicle (SPHEV) configura-
ion incorporates the features of SHEV and PHEV ( Gruosso, 2014 ;
urkaynak et al., 2009 ; Zhang & Williamson, 2008 ). In SPHEV, the gen-
rator is introduced in between ICE and the battery to charge the battery
s compared to PHEV and ICE is directly connected to the mechanical
haft to drive the vehicle as compared to SHEV as shown in Fig. 7 (a).
rom the architecture, it is clear that SPHEV is more complicated and
xpensive as compared to the other two HEV ( Khaligh & Dusmez, 2012 ).

There are five different ways to utilize the ICE and battery to pro-
el the vehicle and other electrical equipment function, as shown in
ig. 7 (b). In fuel mode, the ICE works to drive the vehicle. However,
he propelling power is received from the battery in the battery mode.
uring split mode, the ICE transfers power to the traction motor, and

he excess power is utilized to charge the battery. Both the ICE and the
attery provides power to the traction motor in combine mode. During
raking and deceleration operations, the traction motor acts as a gen-
rator and supplies power to the battery in regenerative braking mode.
he most adopted strategy for effective utilization of battery and ICE in
PHEV is that the battery is utilized to start operation and propel at low
peed after the ICE works alone to drive at high speed, which increases
he vehicle’s fuel efficiency. When acceleration is needed, the battery
ode is in an active state to give extra power along with the ICE ( Kim
 Kum, 2016 ). 

.3.4. Role of PECs in hybrid electric vehicle 

As discussed earlier, the HEVs work on electric energy generated
rom the battery, mechanical energy from the ICE, and from both battery
nd ICE ( Adams et al., 2018 ; Awasthia et al., 2017 ). The PECs maintain
nd control the flow of energy from the battery or ICE to the traction
otor and the traction motor to the battery with the help of a voltage

nd traction controller. The low voltage from the battery is supplied
o the low voltage rated DC equipment such as mobile chargers and
uto start-up. The AC-DC rectifier adopted converts the variable AC to a
onstant DC voltage during regenerative braking mode. In battery mode,
igh DC voltage is converted into variable AC quantities to maintain
he required torque and speed. The control schemes of SHEV, PHEV and
PHEV are shown in Fig. 8 (a)–(c), respectively. 
S. Samantray et al.



Fig. 6. PHEV (a) Typical structure of PHEV (b) Different operating mode of PHEV.

Fig. 7. SPHEV (a) Typical structure of SPHEV (b) Different working mode of SPHEV.

Fig. 8. Control schemes of (a) SHEV, (b) PHEV and (c) SPHEV.
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.4. Plug-In electric vehicles 

.4.1. Architecture of plug-in electric vehicle 

The PEV is a type of HEV in which the battery is charged from an
xternal source. The ICE is not sufficient to convert the fuel energy
o mechanical energy to drive the shaft. Most of the energy is lost as
eat during conversion ( Li & Williamson, 2007 ; Li, Sharkh & Walsh,
011 ; Mwasilu, Justo & Kim, 2014 ). Moreover, the ICE emits green-
ouse gases as a by-product. To overcome the drawback of ICE, ICE is
eplaced by the battery. PEV has less maintenance cost due to fewer
oving parts. The typical structure of PEV is shown in Fig. 9 (a) and it

s similar to SHEV. PEVs have an external charge unit for charging the
attery, whereas SHEVs have it on board ( Li, Lopes & Williamson, 2009 ;
illiamson, 2007 ). The PEV works on the electrical supply, where the

attery is charged at the battery charging station. The charging station
ay be at home or grid. Conceptually, PEV works in two modes, grid to

he vehicle (G2V), in which the battery charges from the grid, and the
ther is the vehicle to grid (V2G), where the battery injects power into
he grid, as shown in Fig. 9 (b). 
t  
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In the V2G concept ( Subramaniam et al., 2019 ), battery energy can
e injected into the grid to solve the overloading problem of the grid. In
2V mode, the power from the grid is utilized to drive the vehicle and
harge the battery, mostly during no-load conditions on the grid line
hrough various PECs. In regenerative braking mode, the traction motor
cts as a generator to charge the battery. In V2G mode, the charged bat-
ery from either regenerative braking or from the grid is utilized to inject
ower into the grid power line to overcome the problem of peak load
vervoltage and ancillary services, or used as an uninterrupted power
upply during blackouts ( Awasthia et al., 2017 ). 

.4.2. Role of PECs in plug-in electric vehicle 

In a PEV, the power from the grid is transferred to the traction motor
o propel the vehicle and charge the battery. Alternatively, the energy
rom the battery is injected into the grid. In both cases, to transfer the
nergy from one end to the other end, voltage conversion should be
one in between the two ends. The rectifier unit is utilized to convert
he three-phase or single-phase power to constant DC power to charge
he battery through a step-down DC-DC converter ( Adams et al., 2018 ;
S. Samantray et al.



Fig. 9. PEV (a) Typical structure of PEV, (b) Different operating mode of PEV.

Fig. 10. Control scheme of PEV.

Table 1

Operating Modes of Evs.

Types of
Vehicle

Mode of energy flow

Fuel Battery Split Combine Regenerative

BEV
√ √

FCEV
√ √ √ √ √

SHEV
√ √

PHEV
√ √ √ √

SPHEV
√ √ √ √ √

PEV
√ √
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wasthia et al., 2017 ). For maintain the speed and torque of the traction
otor, traction control is adopted. The voltage controller controls the
ower flow from the battery in/out directions. In PEV, the bidirectional
C-DC converter plays a vital role in controlling the bidirectional flow of
nergy. It operates in step-up mode during V2G mode and acts as a step-
own converter in G2V mode. The operating mode of the bidirectional
C-DC converter is controlled by the voltage controller, as shown in
ig. 10 ( Elnozahy & Salama, 2014 ; Yong, Ramachandaramurthy & Tan,
015 b).

.5. Summary of electric vehicles 

As discussed above, five different operating modes in EVs that de-
cribe the flow of power from the battery, fuel cell, or ICE to the vehicle
nd from the vehicle to the battery or grid are articulated in Table 1 . As
er the operating modes of EVs, the different types of PECs utilized for
pecific operations are articulated in Table 2 . The bidirectional DC-DC
onverter is adopted in EVs to allow regenerative braking to charge the
attery. 

. Power electronics converters in electric, hybrid and fuel cell

ehicle

.1. Existing power electronics converter in EVs 

In EVs, the power from battery/ultra-capacitor, fuel cell or ICE is uti-
ized to drive the vehicle and functions of onboard electrical/electronic
In Electric Vechile Technologies... 278
oad ( Amjadi & Williamson, 2010 ; Cabezuelo, Andreu & Kortabarria,
017 ; Chan & Chau, 1997 ; Elnozahy & Salama, 2014 ; Emadi, Lee & Ra-
ashekara, 2008 ; Helsper & Ruger, 2014 ; Hofmann, Schäfer & Ackva,
014 ; Naghizadeh & Williamson, 2013 ; Onar, Kobayashi & Khaligh,
013 ; Rajashekara, 2003 ). In fuel mode, the voltage from the fuel cell
s not sufficient to drive the vehicle. Therefore, it is boosted by the
nidirectional boost converter ( Jafri & Gupta, 2016 ). Various electri-
al/electronic loads are present on the vehicle, which increase the lux-
rious features and comfort of the vehicle, as shown in Fig. 11 . 

Some electrical loads require high AC voltage, such as air conditioner
nd power windows, which receive power from a DC-AC converter. Mir-
or adjustment and drive seat adjustment work on a DC motor feed from
 battery or fuel cell through a DC-DC converter. All these electrical
oads operate at different voltage ratings ( Adams et al., 2018 ). The pro-
ector lamp requires 42 V for projecting the light, and the interior lamp
equires 12 V for its operation. Electronic loads such as sensors, com-
unication systems and tacho-metre require low voltage for their op-

ration. The need of different rated voltage supplies increases as the
lectrical/electronic load increases on the vehicle, which is not possible
rom a single battery supply as discussed in previous sections. The num-
er of DC-DC converters increases with increasing different rated loads,
hich results in a lower efficiency of a single battery structure vehicular

ystem. According to Adams et al. (2018) , two types of architecture are
dopted in the hybrid automobile system. One is a vehicular system that
orks on ICE or a fuel cell with a single battery (36 V). Another is the

CE, or fuel cell, which works with a double battery (14 V and 42 V). 
The typical structure of the dual battery system is shown in Fig. 12 .

n the dual battery system ( Cabezuelo et al., 2017 ), dual voltage is gen-
rated from a generator in HEV or from the grid in a PEV. The 36 V
attery is utilized for mid voltage applications and the 12 V battery for
ow voltage applications. However, 36 V from the battery is boosted
o 42 V for the drive and high voltage applications. The typical elec-
rical system of EVs is shown in Fig. 13 . The voltage generated from
he generator optimizes to charge the battery with the help of the rec-
ifier and unidirectional DC-DC converter in SHEV and SPHEV, to drive
he vehicle in PHEV and FCEV ( Elnozahy & Salama, 2014 ; Yong et al.,
015 b). The voltage from the fuel cell and the battery is boosted by
he unidirectional and bidirectional DC-DC converters, respectively. The
oosted voltage supplies to high voltage DC applications and is con-
erted into the variable frequency and voltage with the help of a three-
hase inverter. Advanced EVs can utilize the wasted energy during de-
eleration and braking to charge the battery. In regenerative braking
ode, the three-phase converter works as a three-phase rectifier. The

ectified output is converted to the battery voltage with the help of a
idirectional DC-DC converter ( Amjadi & Williamson, 2010 ; Choubey
 Lopes, 2017 ; Chung, Chow & Hui, 2000 ; Di Napoli, Crescimbini &
olero, 2002 ; Dobbs & Chapman, March, 2003 ; Dusmez, Hasanzadeh &
haligh, 2014 ; Emadi, 2005 ; Emadi, Lee & Rajashekara, 2008 ; Ha, Lee
 Hwang, 2012 ; Khaligh, 2008 ; Khaligh & Li, 2010 ; Khan, Ahmed & Hu-

ain, 2015 ; Kuo, Lo & Chiu, 2014 ; Lulhe & Date, 2015 ; Ni, Patterson &
S. Samantray et al.



Table 2

Utilization of PEC in EVs.

Types of Vehicle Power Electronics Converters

DC-DC converter
Rectifier Inverter

Uni-directional Bi-directional

BEV
√ √ √

FCEV
√ √ √

HEV SHEV
√ √ √

PHEV
√ √ √

SPHEV
√ √ √

PEV G2V
√ √ √

V2G
√ √ √

Fig. 11. Electrical appliances of EVs.

Fig. 12. Dual battery scheme for EVs.
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udgins, 2012 ; Onwuchekwa & Kwasinski, 2011 ; Waffler & Kolar, 2009 ;
u, Lu, Shi & Xing, 2012 ; Yang, Guan, Zhang, Jiang & Huang, 2018 ). 
In a recent vehicular system, a three-phase converter acts as an in-

erter during fuel, battery, split and combine mode whereas rectifier
n regenerative mode. The selection of converter mode is sophisticated
nd controlled by the traction controller unit. The traction controller
enerates the controlled pulses for the three-phase converter according
o the received signal from the traction motor and vehicle drivers. The
ontrolled pulse decides the operation of the three-phase converter as
n inverter or rectifier. The voltage control unit controls the SOC of
he battery at the maximum and minimum level. The voltage controller
ontinuously receives the SOC level signal from the battery and com-
are it with the reference voltage signal, consistent with this controlled
ulse generate for DC-DC converter to maintain the SOC of the battery
o increase its lifespan and avoid power wastage. 
In Electric Vechile Technologies... 279
.2. Classification of power electronics converters 

The general classification of PECs is shown in Fig. 14 . As discussed in
he previous section, each converter has its own functional/role. In this
ection, we will discuss the existing non-isolated bidirectional DC-DC
onverters for EVs. The bidirectional DC-DC converter is a basic conver-
ion unit in EVs. It acts as a boost converter from low voltage to high
oltage side direction and a buck converter from high voltage to low
oltage side direction. 
S. Samantray et al.



Fig. 14. Classification of Power Electronics Converters.

Fig. 15. Universal Bidirectional DC-DC Converter ( Onar et al., 2013 ).

Table 3

Operating Modes of Bidirectional DC-DC Converter.

Direction Mode S 1 S 2 S 3 S 4 S 5

V DC to V 1 Boost ON OFF OFF ON PWM
V DC to V 1 Buck PWM OFF OFF ON OFF
V 1 to V DC Boost OFF ON ON OFF PWM
V 1 to V DC Buck OFF ON PWM OFF OFF
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The universal bidirectional DC-DC converter in Onar et al. (2013) is
hown in Fig. 15 . The converter operates in both buck and boost mode
ith non-inverting output. The different operating modes are articu-

ated in Table 3 . Apart from the universal bidirectional converter, sin-
le input, multi-input, multistage, and multiphase non-isolated con-
erters are adopted for bi-directional power flow. Fig. 16 (a)–(c) and
ig. 17 (a),(b) shows the single input non-isolated bidirectional DC-DC
onverter. Amjadi and Williamson (2010) Represent the buck-boost
idirectional converter for EV applications, as shown in Fig. 16 (a). It
orks in both modes depending upon the switching pattern. It consists
f two active and two passive components with lower electrical and ther-
al stress. It has the disadvantage of higher ripple current, which dam-

ges the battery, and discontinuous output current during boost mode
ode, which the size of output capacitors. Fig. 16 (b) represents the

mproved buck-boost converter ( Emadi, 2005 ) where the anti-parallel
iode reduces the stress across the power MOSFET and eventually in-
reases the efficiency of conversion. The cascaded bidirectional buck-
oost converter ( Choubey & Lopes, 2017 ; Lulhe & Date, 2015 ; Waffler
In Electric Vechile Technologies... 280
 Kolar, 2009 ; Wu et al., 2012 ) is shown in Fig. 16 (c). It can main-
ain the SOC of the battery and recuperate the braking energy from the
lectrical motor. 

However, it has double the number of active components as com-
ared to the conventional bidirectional buck-boost converter. The bidi-
ectional CUK and SEPIC with Luo converter are shown in Fig. 17 (a)
nd (b), respectively ( Amjadi & Williamson, 2010 ). The converter can
perate in both buck and boost mode. The input and output current rip-
le are reduced in the CUK converter. In SEPIC with a Luo converter,
he SEPIC converter works as a boost converter, and the Luo converter
orks as a buck converter. The disadvantage of SEPIC with the Luo

onverter is the discontinuous output current. 
The numbers of active and passive components in single input non-

solated bidirectional DC-DC converters are articulated in Table 4 , where
 represents the inductor, C for the capacitor, S for the active switch,
nd D represents the diode. In addition to the single input topologies,
ultiple-input topologies are also adopted for bi-directional power flow

n EVs. Fig. 18 shows the existing non-isolated bidirectional DC-DC con-
erter with multiple inputs. The input may be the battery, fuel cell,
r ultra-capacitor. The response from a fuel cell or ICE to the DC bus
s slower as compared to battery ( Khan et al., 2015 ). The battery and
ltra-capacitor are utilized to provide the power for DC bus, as shown in
ig. 18 (a). By utilization of two sources in one application permits the
elatively low voltage from each source and controls the current from
ultiple inputs. Fig. 18 (b) represents the multi-input hybrid conversion

opology ( Khaligh, 2008 ; Khan et al., 2015 ). 
The presented topology is capable of diversifying the energy amongst

he different energy sources with different voltage-current characteris-
ics. The advantage of the multiple-input bidirectional converters is the
east number of components and a positive output voltage without the
ransformer. The circuit works as a buck, boost, or buck-boost indepen-
ently. Fig. 18 (c) represents a multi-input cascaded boost converter for
CEV. According to Marchesoni and Vacca (2007) , the multi-input hy-
rid boost converter has the advantage of three controlled power devices
s compared to conventional boost converter. 

The limitation of representing topology is that the voltage sum of
wo energy sources should be less than a DC link bus. The efficiency
s higher if the power of both sources is in the same direction. In
i Napoli et al. (2002) ; Dusmez et al. (2014) ; Onwuchekwa and Kwasin-
S. Samantray et al.



Fig. 16. Single input non-isolated bidirectional DC-DC Converters (a) buck-boost converter ( Amjadi & Williamson, 2010 ), (b) improved buck-boost Converter
( Emadi, 2005 ), (c) full bridge converter ( Waffler & Kolar, 2009 ).

Fig. 17. Single input non-isolated bidirectional DC-DC Converters (a) bidirectional CUK converter ( Amjadi & Williamson, 2010 ) and (b) bidirectional SEPIC with
Luo converter ( Z. Amjadi & Williamson, 2010 ).

Table 4

The number of components in Single Input converters.

Converter
Passive Components Active Components

L C S D

Conventional Buck-boost Amjadi and Williamson (2010) 1 2 2 0
Improved Buck-boost Emadi (2005) 1 2 2 4
Cascaded Buck-boost Waffler and Kolar (2009) 1 2 4 0
CUK ( Amjadi and Williamson (2010) 2 3 2 0
SEPIC with Luo Amjadi and Williamson (2010) 2 3 2 0

Table 5

Number of components in Multiple Input converters.

Converter
Passive Components Active Components

L C S D

Multi input Buck-boost Khan et al. (2015) 2 0 4 0
Multi input boost Khaligh (2008) 2 1 3 0
Multi input converter Marchesoni and Vacca (2007) 1 0 3 0
MI-PEC Di Napoli et al. (2002) 2 3 4 0
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ki (2011) MI-PEC represents for the EV application shown in Fig. 18 (d)
n which VH represents DC power from different energy sources to the
C bus and operates in step-down mode to transfer power from the DC
us to the bus voltage. The MI-PEC works in step-up mode to transfer
harge to the battery or ultra-capacitor. In Table 5 , the number of com-
onents of multi-input non-isolated bidirectional DC-DC converters is
rticulated. As the number of active and passive components increases,
t affects the efficiency of conversion. In Table 5 , L represents the in-
uctor, C represents the capacitor, S represents the active switch, and D
epresents the diode. Fig. 19 shows the multiphase non-isolated bidirec-
ional DC-DC converters for EVs applications. Fig. 19 (a) represents the
hree-phase interleaved boost converter ( Khaligh & Li, 2010 ; Yang et al.,
018 ). The multiphase converter overcomes the drawbacks of the con-
entional bidirectional DC-DC converter by reducing the input-output
urrent ripples. Several phases increase the ripple content in the current
ecreases, but eventually, it decreases the efficiency by increasing the
umber of active and passive components per phase. Fig. 19 (b) shows
In Electric Vechile Technologies... 281
he different structures of the interleaved boost converter ( Ni et al.,
012 ). Several phases increase, the size of the input and output filter
ecreases. The represented topology has a greater number of active and
assive components as compared to the topology shown in Fig. 19 (a). 

Fig. 20 shows the Switched Capacitor (SC) structure topologies
or EVs. In Amjadi and Williamson (2010) ; Chung et al. (2000) ;
i et al. (2012) , SC topology was explained, and the structure is shown

n Fig. 20 (a). The SC structure offers the features of step-up, step-down,
nd both for bidirectional flow of power. The topology works in two
odes, A and B. The efficiency of the represented topology is 85% in
ode-A and 80% in mode-B. Fig. 20 (b) and (c) show zero current switch-

ngs switched capacitor quasi-resonant converter with single-level and
wo-level configurations, respectively ( Lee & Chiu, 2005 ). The configu-
ation improves the problem of current stress during the bidirectional
ow using SC structure and one inductor. With the help of L and C, the
onverter achieves zero switching currents and reduces the losses. The
emiconductor device MOSFET is turned ON and OFF in a zero current
S. Samantray et al.



Fig. 18. Multiple input non-isolated bidirectional DC-DC converters (a) Multi input buck-boost converter ( Khan et al., 2015 ), (b) Multi input converter
( Khaligh, 2008 ), (c) multi input cascaded boost converter ( Marchesoni & Vacca, 2007 ) and (d) MI-PEC ( Di Napoli et al., 2002 ) .

Fig. 19. Multiphase non-isolated bidirectional DC-DC converters (a) Multiphase interleaved boost converter ( Yang et al., 2018 ), (b) 16 Phase IBC ( Ni et al., 2012 ).

Fig. 20. Switched Capacitor Topologies (a) Switched bidirectional converter ( Amjadi & Williamson, 2010 ) (b) zero current switching switched capacitor quasi
resonant converter with single level ( Lee & Chiu, 2005 ) (c) zero current switching switched capacitor quasi resonant converter with two level ( Lee & Chiu, 2005 ).
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state, which reduces the EMI problem. The converter gives 93% effi- 
ciency. The number of switched-capacitor stages increases to achieve 
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 higher voltage conversion ratio. 

. Challenges in power electronics vehicular system

.1. Improve efficiency 

Firstly, in EVs, mechanical and hydraulic shaft are replaced by an
lectric motor for propelling operation. In HEV, selecting the perfec
ombination of ICE and fuel cell or battery in the proper way help
o 
mprove the efficiency. In the battery or fuel mode, PECs play a signif-
cant role to improve efficiency by selecting a proper power converter.
he selection of PECs, switching strategies of converters, system inte-
ration and packing of individual units are essential to achieve the goal
f power electronics in the vehicular system. The converters are selected
ccording to the load demand and input supply. The efficiency of PEC
epends on the number of components, control strategies, and EMI ef-
ects. 

.2. Increase the durability of EVs 

The durability of EVs depends on the life of the electrical unit present
n EVs. The durability of the battery increases by continuously main-
aining the charging and discharging level with the help of the voltage
ontroller. The life span of PEC depends on semiconductor devices. The
onverter should need to be withstood for high vibration and thermal
ondition at extreme condition. The challenges lie in selecting the proper
onverter with high efficiency, rigidness, low cost, and small size. 

.3. Increase the performance of EVs 

Fast and high-power industrial motion control is a demanding trend
n the modern automobile system. The PE technique is combined with
igital Signal Processing (DSP) to achieve the high performance of EVs.

.4. Increase the luxurious feature 

Today’s advanced EVs are more focused on making high comfort
Vs. Some high comfort applications are shown in Fig. 20 . Each ap-
lication requires a different voltage rating to work. The multistage or
ulti-output DC-DC converter provide different ratings power supply

or DC appliances. The AC load receives power from the three-phase
nverter. 

.5. Increase the safety in EVs 

Apart from power conversion and propelling control, monitoring the
ondition of the traction motor to detect any failure like stator, rotor,
nd bearing faults are essential. In advance EVs, ABS and airbags require
igh power actuators. The PEC with DSP technique can increase the
afety features in EVs in the future. 

.6. Decrease the overall cost of EVs 

The number of power conversion unit and component uses, decide
he cost of the vehicular electrical system in EVs. As the luxurious load
ncreases on the vehicle, it is responsible for demanding a higher number
f PEC. The challenge is to reduce the cost of the vehicle by selecting a
maller number of power conversion units for a more significant number
f luxurious loads. 

. Conclusion

A state-of-the-art review of the current status and opportunities of
ECs in electric, hybrid, and fuel cell vehicles is presented. This paper
In Electric Vechile Technologies... 283
ummarized the impact of PECs on cost, efficiency, and performance of
Vs. From the review of EVs, the SPHEV has the perfect combination
f two energy sources for propelling and other functions. With the ad-
ancement in the vehicular electrical system, the demand for different
atings of supply increases, which is not fulfilled by one battery or two
attery structure. The bidirectional DC-DC converter plays a vital role in
he power conversion process of EVs. The existing non-isolated bidirec-
ional DC-DC converter topologies are discussed with a comprehensive
eview and comparison along with the advantages and disadvantages
f PEC in the present vehicular system in detail. Finally, the paper ex-
lains the various challenges for PECs to improve efficiency, durability,
erformance, and cost reduction. 
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For Electricity and Freshwater Produ
a b s t r a c t

This study starts by modeling and analyzing a smart combined energy system that includes a concen-
trated solar power plant, steam Rankine, Brayton, organic Rankine cycles, reverse osmosis unit, and a 
thermoelectric generator. The system is then subjected to bi-criteria optimization, using non-dominated 
sorting genetic algorithm II (NSGA-II) and minimizing annual costs and maximizing exergy efficiency. The 
system is located in Isfahan (central Iran) and intended to produce electricity and freshwater. The 
thermodynamic results indicated the most critical parameters affecting system performance: direct 
normal irradiance, number of heliostats, turbine efficiency and inlet temperature, compressor pressure 
ratio, and steam Rankine cycle pump inlet temperature. A Pareto frontier was charted, producing a set of 
optimal points, where a decrease in costs was achieved if the exergy efficiency was slightly compro-
mised, leading to the identification of an optimal location within the Pareto frontier.
1. Introduction

Although most energy transition programs have deaccelerated
worldwide due to the impacts of the COVID-19 pandemic, highly
integrated energy systems can and must be part of energy effi-
ciency solutions. The aim is to enhance economic competitiveness,
provide more affordable energy services, and reduce environ-
mental impacts. The principle of combined energy systems is to
optimize the planning, design, and implementation of energy
supply technologies, including the incorporation of renewable en-
ergy sources. Combined energy schemes can generate many con-
figurations and present ample design flexibility that accommodates
specific regional conditions [1,2].

Water scarcity in arid areas (for example, the Middle East) has
led to the progressive implementation of desalination schemes,
with significant potential for energy savings by employing energy
integration strategies [3,4]. Gunawan et al. [5] mentioned that the
ction... 286
development of innovative, efficient, and sustainable engineering
systems should recognize the water-energy nexus as crucial.

Regarding the analysis of these highly integrated energy sys-
tems producing freshwater and other energy services, Yilmaz [6]
evaluated the thermodynamic performance of a novel solar-based
polygeneration1 system designed to produce hydrogen, cooling,
heating, and freshwater. The energy and exergy efficiencies were
78.93% and 47.56%, respectively, with hydrogen and freshwater
productions of 0.04663 kg/s and 0.8862 kg/s, respectively. A case
was made to adopt renewable energy-supported multigeneration
systems, which will become more attractive for green and sus-
tainable energy applications. Ghorbani et al. [7] developed an
innovative combined energy system, based on phase change ma-
terials (PCM) and an organic Rankine cycle (ORC), to produce power
and freshwater. The system was able to produce 3628 kg/h water
alongside 459.9 MW electrical power. Alirahmi and Assareh [8]
went a step further and carried out energy, exergy, and exer-
goeconomics (3E) assessments plus optimization for a geothermal-
S. K. Mahapatro et al.
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Nomenclature

Ahel aperture of heliostat, m2

Ar area of heliostats
c cost per unit exergy, $/GJ
cp specific heat, J/kg.K
_C cost rate, $/hr
CSP concentrated solar power
DNI direct normal irradiance
_Ex exergy rate, kW
F1 collector efficiency factor
FR heat transfer factor
Gb solar radiation intensity, W/m2

hx specific enthalpy at point x, kJ/kg
HEX heat exchanger
k thermal conductivity, kW/m
ku water permeability through membrane
M mass, kg
_m mass flow rate, m3/h, kg/s
ncp number of collectors in parallel
ncs number of collectors in series
Nhel number of heliostats
ORC organic Rankine cycle
_Q heat rate, kW
rp compressor pressure ratio
S amount of heat collected
s specific entropy, kJ/kg.K
SRC steam Rankine cycle
SES smart energy system
T temperature, �C
Tr receiver local temperature
TEG thermoelectric generator
UL overall heat loss coefficient, kW/K
va wind speed

_W power, kW
w width of collector, m
X salinity, g/kg
_Z levelized cost of components, $/hr

Greek letters
a absorbance of the receiver
g correction factor
ε Surface emissivity of the receiver
h efficiency, %
r density, kg/m3

tC transmissivity of the cover glazing

Subscripts
0 reference state
av average
b brine
Con condenser
D destruction
Evp evaporator
en energy
f feed
Gen generator
hel heliostat
HEX heat exchanger
HP high pressure
i; in input condition
o; out output condition
p pump
pp pinch point
ph physical
s isentropic
Tur turbine
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assisted polygeneration system, which produced hydrogen, elec-
tricity, freshwater, heat, and cooling. The NSGA-II optimization
minimized cost rate and maximized exergy efficiency, with the
optimal solution presenting exergy efficiency of 31.66% and a cost
rate of 21.9 GJ/$. Salehi et al. [9] developed a 3E environmental
analysis of a biomass-based cogeneration system assisted by
molten carbonate fuel cell (MCFC). The highest achievable exergy
efficiency was 50.18%, with CO2 emissions at 0.289 t.MW.h�1.

Assareh et al. [10] evaluated an extensive thermo-economic
evaluation and optimization of an integrated system empowered
by a solar-wind-ocean energy converter for electricity generation.
The results indicate that the system can potentially supply 38 Ira-
nian households with electricity all year-round. Ghorbani et al. [11]
worked on a systemwhere parabolic solar collectors were used as a
thermal source alongside re-gasification operations to heat an ORC
condenser. The system produced freshwater (3628 kgmol/h) and
electricity (459.9 MW). Anvari et al. [12] carried out thermody-
namic and environmental assessments for a renewable-based
system based on syngas and concentrated solar power (CSP). The
system consisted of a Brayton cycle and Steam Rankine Cycle (SRC)
to generate 13.4MWof electricity. The addition of a solar unit to the
syngas-primed system increased electricity production by 25% and
reduced carbon emissions by around 31%. Ozturk et al. [13] con-
ducted the thermodynamic modeling of a cogeneration system
comprised of steam and gas turbines, supplied by a CSP plant. The
gas and steam turbines could produce 3.87 MW and 1.76 MW of
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electricity, respectively, with energy and exergy efficiencies of
69.2% and 37.3%, individually. Pourrahmani and Moghimi [14] car-
ried out the exergoeconomic analysis and optimization of a CSP
energy system for electricity, hydrogen, and cooling production.
PCM was employed to alleviate the intermittency of solar energy,
and a gas turbine exported electricity to the grid. The highest
output of the gas turbine was 2.499MW, with hydrogen production
of 8.65 kg/h, and cooling production of 1.722 MW.

Behzadi et al. [15] assessed a solar-assisted energy system that
produced electricity, cooling, and hydrogen. Utilizations of a
compressor and thermoelectric generator (TEG) were compared,
and it was demonstrated that TEG could enhance efficiency and
lead to lower costs. Mohammadi et al. [16] designed a gas turbine
combined cycle to produce electricity, freshwater, and cooling.
Using a reverse osmosis unit was more economical than using
multi-effect distillation (MED) and reverse osmosis (RO) desalina-
tion. The costs for electricity, freshwater, and cooling were 0.0648
$/kWh, 0.7219 $/m3, and 0.0402 $/h, respectively. Assareh et al. [17]
used TEG within a geothermal-solar energy system that produced
freshwater and electricity. Using TEG instead of a condenser
reduced costs and increased exergy efficiency, 10.41 $/GJ and
20.52%, respectively.

Although most desalination studies have been developed in the
Middle East, some locations in Brazil have been suffering from a
shortage of freshwater from rivers, and brackish water from arte-
sian wells is commonly used. In the municipality of S~ao Mateus
S. K. Mahapatro et al.



(Southeast Brazil), a Rankine-based steam power plant was pro-
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posed with a set of mechanical vapor compression desalination 
modules [18]. Coconut husk briquettes were used to produce 
electricity and freshwater, and the energy system could meet more 
than 70% of the water demand of the municipality. Fossil diesel was 
compared with soybean diesel by Lourenço and Carvalho [3], who 
proposed a novel off-grid desalination plant where part of the 
seawater is used to cool the radiator of the internal combustion 
engine and the condenser of the Rankine cycle, substituting the use 
of cooling towers.

Relating to previous smart energy research, combined energy 
systems are essential players in Smart Energy Systems (SES), which 
take an integrated, holistic focus on the supply of energy services 
[19], easing the transition into future renewable and sustainable 
energy solutions. This transition means moving away from freely 
dispatchable energy services and introducing renewable resources 
(along with their intermittency and variability) [20]. To ensure a 
smooth introduction of renewables and avoid black-outs, research 
efforts must focus on the redesign of energy systems, which re-
quires knowledge on the dynamics of SES [21].

Next-generation smart regions or cities can take advantage of 
the proximity of multiple energy vectors (e.g., electricity, heat, 
cooling) [22], which are clear opportunities for energy systems 
integration. SES can also go a step further, benefitting from optimal 
design and management as well as including decentralization [23]. 
Using the SES approach, Ba�cekovic� and Østergaard mention [24] 
that it is possible to envision a 100% renewable energy system. 
However, the main point is that energy integration and renewable 
energy resources can increase energy security and create a low 
carbon system with lower financial costs than the current systems. 
Simultaneous utilization of various energy vectors in an optimal 
manner has led to the Smart Energy Hub concept [25]. The man-
agement of a smart system that included a desalination plant 
powered by renewables with energy storage was studied by [26], 
who employed NSGA-II optimization to consider embodied energy 
and hydraulic loss of power supply. Nevertheless, the authors 
recommend that the financial aspect (levelized cost of energy) be 
incorporated in future studies. A smart urban energy system was 
modeled by [27], which included interactions between electricity, 
cooling, and water desalination within a linear optimization prob-
lem. The authors tested six scenarios for 2030 and verified that the 
best economic performance was associated with 48% lower socio-
economic costs and 68% lower carbon emissions compared to a 
business-as-usual case.

Recognizing that solar power coupled desalination can be 
crucial in helping solve the water-energy nexus and aiming at the 
stable supply of electricity throughout the year, an interesting 
configuration integrates a CSP plant with Brayton as the topping 
cycle and two Rankine cycles as the bottoming cycles. However, 
there are limited studies on the thermodynamic modeling of these 
combined systems. The overarching aim of this study is to model 
and analyze a combined energy system constituted by a CSP plant, 
steam Rankine, Brayton, and organic Rankine cycles, reverse 
osmosis unit, and a thermoelectric generator. The system is then 
subject to bi-criteria optimization, using a genetic algorithm 
(NSGA-II) that considers the minimization of annual costs and 
maximization of exergy efficiency. The further novelty of the pre-
sent study embarks on employing the system in Isfahan, which 
faces severe water shortages and environmental concerns and at 
the same time has high potential in solar irradiation, which is a 
signpost for using this system. Also, solar irradiation is considered 
on an hourly basis, considering the actual conditions for Isfahan. In 
addition, since the compressor power is highly affected by ambient 
temperature, this impact is explored independently.
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2. Material and methods

2.1. Energy system

The schematic of the proposed system is shown in Fig. 1. The
heliostats reflect solar radiation to a central receiver, which can
reach high temperatures (60�C-800�C). Air is the working fluid in
the receiver, which operates as a heat absorbent that can enter the
gas turbine and drive it for power generation purposes. The thermal
energy (flow #3) is transferred to the Brayton cycle. The working
fluid absorbs the thermal energy and carries it to the heat ex-
changers (flows #4 and #5) to heat the working fluid, mostly water,
in sub-cycles. The heat converts the working fluid in the sub-cycles
(green cycle, 7-8-9-10, and pink cycle, 13-14-15-16) into a super-
heated fluid at pre-designed pressure and temperature to run the
turbines and produce power.

A heat recovery unit can be coupled to the gas turbine, providing
an SRC with steam for more electricity production. Herein, high-
pressure water in the central receiver is converted into super-
heated steam that flows to the turbine for electricity generation.
The residual heat can be stored for further use. Additionally, in the
next cycle, the steam enters the multi-stage water desalination
condenser to be cooled. The fluid, after being pumped, flows to a
heat exchanger to be reheated and is then utilized within the ORC.
In this section, the temperature can be as low as 150�C. The steam is
pumped into the turbine.

2.2. Thermodynamic analysis

For the thermodynamic analysis of the energy system, mass and
energy balances are developed for each control volume. The
following simplifying assumptions are applied:

� Steady-state conditions;
� Turbines and pumps are isentropic;
� Pressure drops within pipelines are negligible;
� The condenser output is saturated liquid, and the evaporator
output is saturated steam;

� Variations on potential and kinetic energies are negligible;
� No heat losses were considered from the components to the
ambient environment;

� The dead state temperature and pressure are 25 �C and
101.3 kPa, respectively;

� The pressure drop after passing through the steam generator
and condenser is 5%.

The working fluids are isobutene in the ORC and water in the
SRC. The initial parameters are shown in Table 1.

Application of the first law of thermodynamics (Eq. (1)) to each
control volume yields Table 2 [28].

_Q � _W¼
X
e

_me

�
he þ v2e

2
þ gZe

�
�
X
i

_mi hi þ
v2i
2
þ gZi

!
(1)

The net power in the system can be calculated as shown by
Equation (2).

_Wnet ¼ _WBrayton þ _Wnet;steam þ _Wnet;ORC þ _WTEG (2)

2.3. Heliostats analysis

Although the utilization of solar energy has been addressed in
the literature [29e32], the importance of further studies in this area
S. K. Mahapatro et al.



Fig. 1. Schematic of the proposed energy system.

Table 1
Modeling input parameters.

Parameter Definition Amount

Nhel Number of heliostats 350
T0 Ambient temperature 25 [�C]
P0 Ambient pressure 101.3 [kPa]
T0K Temperature conversion formula T0 ½K� ¼ T0½�C� þ 273:15
rP Compressor pressure ratio 10
P7 Turbine inlet pressure 4000 [kPa]
hh Heliostat efficiency 0.71
Ahel Area of heliostats 11� 11 ½m2�
DNI Direct normal irradiance 750 [W/ m2]
Ar The area of heliostats 60 [m2]
Tr The receiver local temperature 1000 [�C]
ε Surface emissivity of the receiver 0.88
va Wind speed 5 [m/s]
P9 SRC inlet pressure 90 [kPa]
hpump Pump efficiency 0.8
hturbin Gas turbine efficiency 0.85
ppevva Evaporator pinch point 10 [�C]
PPcond Condenser pinch point 10 [�C]
T15 Pump 2 inlet temperature 40 [�C]
T13 SRC turbine inlet temperature 80 [�C]
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must be highlighted. The total amount of solar energy in heliostats
is given by Equations (3) and (4) [33].
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_QSun ¼Ah � N � DNI (3)

_Qh ¼ hh � _QSun (4)

Ah; hh; and N refer to the area of one heliostat, efficiency, and the
number of mirrors, respectively. Heat losses can be quantified by
Equation (5).

_Qloss ¼haAhðTr � T0Þ þ sεAh

�
T4
r � T40

�
(5)

ha ¼ 10:45� va þ 10
ffiffiffiffiffi
va

p �
W
.
m2K

�
(6)

va represents wind speed. Finally, the heat transfer coefficient be-
tween air and receiver is expressed by Equation (7).

_Qr¼ _Qh � _Qloss ¼ _mðhout �hinÞ (7)

2.4. Thermoelectric generator (TEG) analysis

A TEG uses residual heat to produce electricity, and its power
can be calculated by Equation (8) [34].
S. K. Mahapatro et al.



Table 2
Energy and exergy balance equations for each control volume.

Component Energy balance Exergy balance

Compressor _Wcomp ¼ _m1 � ðh2 � h1Þ _ExDComp ¼ _Ex1 þ _Wcomp � _Ex2
Brayton cycle _WBrayton ¼ _Wturbine; steam � _Wcomp

Pump 1 _Wpump1 ¼ _m9 � ðh10 � h9Þ _ExDPump1 ¼ _Ex9 þ _WPump1 � _Ex10
Steam turbine _Wturbine; steam ¼ _m7 � ðh7 � h8Þ _ExDturbine;steam ¼ _Ex7 � _Wturbine; steam � _Ex8
SRC _Wnet steam ¼ _Wturbine; steam � _Wpump1

Gas turbine _Wturbine; gas ¼ _m3 � ðh3 � h4Þ _ExDturbine;gas ¼ _Ex3 � _Wturbine; gas � _Ex4
Pump 2 (ORC) _Wpump2 ¼ _m15 � ðh16 � h15Þ _ExDPump2 ¼ _Ex15 þ _WPump2 � _Ex16
ORC turbine _Wturbine; ORC ¼ _m13 � ðh13 � h14Þ _ExDturbine;ORC ¼ _Ex13 � _Wturbine; ORC � _Ex14
ORC _Wnet ORC ¼ _Wturbine; ORC � _Wpump2

Evaporator 1 QEva 1 ¼ _m10 � ðh7 � h10Þ _ExDEva 1 ¼ _Ex4 þ _Ex10 � _Ex5 � _Ex7
Evaporator 2 QEva 2 ¼ _m16 � ðh13 � h16Þ _ExDEva 2 ¼ _Ex5 þ _Ex16 � _Ex6 � _Ex13
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_m8h8 þ _m11h11 ¼ _m9h9 þ _m12h12 þ _WTEG (8)

The efficiency of TEG and its figure of merit (Z-factor) are given
by Equations (9) and (10).

hTEG ¼ hcarnot �
�

�
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1þ ZTMÞ
p

�1
�.� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1þ ZTMÞ
p

þ
�
TL
.
TH
���

(9)

ZTM ¼0:8 (10)

The capability of a substance to produce electricity holds a
relationship with the figure of merit, which is a dimensionless
number. For TEG efficiency, Equations (11)e(15) are applied [34].

hTEG ¼ _WTEG

.
_QElegant (11)

hcarnot ¼1� ðTL = THÞ (12)

_QElegant ¼ _mTEG � ðhH �hCÞ (13)

TL ¼ 0:5� ðT11 þ T12Þ (14)

TH ¼0:5� ðT8 þ T9Þ (15)
Table 3
Economic cost equations for the components [34,39].

Component Equation

Compressor Zcomp ¼ ð75 � _m1Þ
Gas turbine Ztubine; gas ¼ ðð479:
Heliostat Zsolar; Heliostat; hel ¼

Zsolar; Heliostat; rec ¼
SRC turbine ZTurbine; steam ¼ 221
Evaporator ZEvap ¼ 276� ðAEva

AEvap1 ¼ QEvap1=ðuE
DTlnEvap1 ¼ ððT4 �

Pump ZPump ¼ 3540� _W
TEG ZTEG ¼ 1500� _WTE

RO unit ZRO ¼ 0:98� m3
Fresh

Condenser Zcond ¼ 1173� m1
ORC turbine ZORC turbin ¼ 4750�
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2.5. Exergy analysis

Exergy analysis determines the location and degree of thermo-
dynamic inefficiencies in a system, and is the maximum useful
work extracted from a system as it reversibly comes into equilib-
rium with its environment [16,35]. The exergy of a flow is calcu-
lated by Equation (16).

ex¼h� h0 þ T0ðs� s0Þ (16)

Exergy efficiency is calculated from [36], as shown in Equation
(17).

hexe tot ¼ð _Wnet þ _Ex21Þ = _ExSun (17)

Tsun ¼5800½K� (18)

_Exsun ¼ _Qsun � ð1�ðT0K = TsunÞÞ (19)

The exergy balance equations for system components are
charted in Table 2.
2.6. Economic analysis

The capital recovery factor (CRF) is given by Equation (20) [37].
=ð0:9 � hcompÞ� ððP2 =P1Þ � lnðP2 =P1ÞÞ
3 � _m1Þ =ð0:92 � hturbin;gasÞÞ� lnðP3 =P4Þ� ð1 þ expð0:036 � T3 � 54:4ÞÞ
150� Ahel � Nhel

Ar � ð79 � Tr � 42000Þ
0� _Wturbine; steam

0:75

p1
0:88Þ

vap =DTlnEvap1Þ
T7Þ � ðT5 � T10ÞÞ=lnððT4 � T7Þ � ðT5 � T10ÞÞ

Pump1
0:71

GT

water

4

_WORC turbin
0:7
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Variable This research Nafey and Sharaf [40] Deviation (%)

_WPump: RO (kW) 1121 1131 0.97

Mf (m3/h) 486 485.9 0
SR (�) 0.994 0.9944 0
Xb (ppm) 64,181 64,180 0
Xd (ppm) 253 250 0.8
DP (kPa) 6840 6850 0.1

Fig. 2. Validation of TEG model with Habibollahzade et al. [41].

Table 4
Validation of the RO unit with Nafey and Sharaf [40].

Fig. 3. The impact of DNI on (a) net output power and thermoelectric work,
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CFR¼ ixð1þ iÞn
ð1þ iÞn � 1

(20)

i and n are the interest rate and lifetime of the system, equal to 0.1
and 20 years, respectively.

By assuming the lifetimes of each component, _Z indicates the
cost rate associatedwith sub-cycles, as shown in Equation (21) [38].

_Z¼ ZtotalCRF∅
Tcost

(21)

Tcost refers to the annual operation hours. Because the system
location is Isfahan, it receives solar irradiation for 8.5 h a day, on
average, throughout one operational year, yielding Tcost ¼ 3102 h.
Also, ∅ is the coefficient of maintenance, equal to 1.06 [39]. Table 3
shows the economic cost equations for the system components.
3. Results and discussion

3.1. Validation

The study of Nafey and Sharaf [40] is used as a benchmark to
validate the RO unit modeling, as shown in Table 4. The study of
Habibollahzade et al. [41] is utilized to validate TEG modeling, as
depicted in Fig. 2.

Table 4 demonstrates a good agreement of the results obtained
herein with the study of Nafey and Sharaf [40]. At the same time,
Fig. 2 confirms the validation of the TEG model following Hab-
ibollahzade et al. [41].
 (b) exergy efficiency and freshwater production rate, and (c) cost rate. 
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Fig. 4. The impact of the number of heliostats (Nhel) on (a) net output power and thermoelectric work, (b) exergy efficiency and freshwater production rate, and (c) cost rate.

E. Assareh, M. Delpisheh, S.M. Alirahmi et al. Smart Energy 5 (2022) 100062

Fig. 5. The impact of compressor efficiency (h) on (a) net output power and thermoelectric work, (b) exergy efficiency and freshwater production rate, and (c) cost rate. 
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3.2. Parametric study
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The main challenge in designing renewable-based multi-
generation systems lies in finding the optimal point for efficiency, 
costs and defining suitable design parameters. This section ana-
lyzes the effects of evaporator pinch point, compressor efficiency, 
turbine efficiency, SRC turbine inlet pressure, ORC turbine inlet 
pressure, SRC turbine inlet temperature, SRC pump inlet tempera-
ture, compressor pressure ratio, number of heliostats, and direct 
normal irradiance (DNI).

Firstly, the impact of DNI is assessed. DNI is varied from 600 W/
m2 to 900 W/m2, and Fig. 3 depicts the effects on net output power, 
thermoelectric work, exergy efficiency, freshwater rate, output 
work, and cost rate. Fig. 3a illustrates that the net output power 
and thermoelectric work increase by increasing DNI from 600 W/
m2 to 900 W/m2. Fig. 3b demonstrates that 300 W/m2 

enhancements DNI lead to increases in exergy efficiency, from 
13.02% to 18.9%. The freshwater production rate increases as well, 
which is pertinent to exergy efficiency and net output power. 
According to Fig. 3c, the same enhancement in DNI increases 
systems cost rate from 187.5$/h to 234.6 $/h, resulting from a direct 
relationship between cost rate and net output power. As output 
power increases, larger equipment is required, so the costs 
increase.

Fig. 4 shows the influence of the number of heliostats from 300 
to 500. As indicated in Fig. 4a, output power and thermoelectric 
work increase along with the number of heliostats. By adding 200 
heliostats, the net output power goes up by almost 5500 kW, and
Fig. 6. The effect of increasing SRC turbine efficiency (h) on (a) net output power and
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thermoelectric work increases from 184.4 kW to 418.1 kW. Fig. 4b
proves the positive correlation between changes in the number of
heliostats, exergy efficiency, and freshwater production rate.
Increasing the number of heliostats from 300 to 500 increases the
exergy efficiency and freshwater production rate up to 21.94% and
186 m3/h, respectively. Fig. 4c shows that with the same increase in
the number of solar heliostats, the system cost rate increases from
193 $/h to 327.5 $/h. The reason for such an increase is the direct
relationship between cost rate and output power. In other words,
for achieving higher amounts of output work, more expensive
equipment should be utilized.

Fig. 5 represents the impact of the increase in compressor effi-
ciency. Two significant parameters in determining the performance
of compressors are pressure ratio and compressor efficiency. Fig. 5a
shows that by increasing compressor efficiency from 0.7 to 0.8, the
net output power rises from 5225 kW to 6388 kW; however, the
thermoelectric work reduces to 238.2 kW. In the course of com-
pressing the gas, the temperature of compressors increases,
requiring a cooling system. As the compressor efficiency augments,
the gas cycle flow rate decreases, thus reducing the mass flow rate
of the steam cycle, which inherently reduces the thermoelectric
work. Fig. 5b shows that the increase in compressor efficiency in-
creases exergy efficiency by around 6.5%. Whereas in contrast, the
freshwater production rate decreases. As illustrated in Fig. 5c, a 20%
rise in compressor efficiency increases system costs from
248.2223.1 $/h to 295 $/h, due to the need for more expensive
equipment for higher amounts of output power. The increase
thermoelectric work, (b) exergy efficiency and freshwater rate, and (c) cost rate.
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occurs in the range of 0.868e0.9, and the cost rate remains 
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approximately constant up to a 0.868 compressor efficiency. 
Furthermore, the hidden costs, including maintenance costs, are 
another reason which causes the costs to step up.

Fig. 6 shows the effect of increasing the SRC turbine efficiency 
from 0.75 to 0.95. Fig. 6a shows that higher turbine efficiency leads 
to higher net output power, incrementing from 6057 kW to 6378 
kW. Nevertheless, the thermoelectric work sees a downward trend 
from 249.5 kW to 236.2 kW; this occurs because the effi-ciency 
exceeds its standard and allowable range, thereby lessening the 
system efficiency. Fig. 6b demonstrates that with increasing turbine 
efficiency, the system exergy efficiency changes from 17.74%to 
18.68%, and the freshwater production rate increases from 120.5 
m3/h to 130m3/h. As depicted in Fig. 6c, when turbine effi-ciency 
increases, the cost rate increases from 226.3 $/h to 227.6 $/h. 
Because cost and output work have a direct relationship, higher 
output power requires larger, more expensive equipment.

Fig. 7 shows the effect of increasing the SRC turbine inlet pres-
sure from 3000 kPa to 5000 kPa. Fig. 7a shows that, as the SRC 
turbine inlet pressure rises, the net output power increases from 
6217 kW to 6259 kW, whereas the thermoelectric work decreases 
from 242.8 kW to 228.6 kW. Because the turbine standard oper-
ating conditions exceed its standard and allowable range for 
boundary conditions, there is an unfavorable impact on system 
efficiency. There is also thermoelectric depreciation resulting from 
operating in inappropriate situations such as high temperature, 
uncontrolled pressure, enthalpy, increased entropy, and working in 
undersigned operational conditions. Fig. 7b shows that as the inlet 
pressure of the SRC turbine increases, the exergy efficiency of the
Fig. 7. The effect of increasing the SRC turbine inlet pressure (P7) on (a) net output power
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system increases from 18.21% to 18.33%, and the freshwater pro-
duction rate changes from 125.3 m3/h to 132.2 m3/h. As shown in
Fig. 7c, as the SRC turbine inlet pressure is higher, the cost rate rises
from 227 to 227.4 $/h, which can be said that the cost rate isn’t
affected by the SRC turbine inlet pressure changes.

The effect of increasing the evaporator pinch point temperature
from 5�C to 15�C is depicted in Fig. 8. Fig. 8a displays a decrease in
the net output power and the thermoelectric work. This happens
due to undesirably high evaporator temperature and out-of-
standard operating conditions. Fig. 8b demonstrates a decline in
exergy efficiency, from 18.28% to 18.14%. The freshwater production
rate also decreases from 126 m3/h to 124.6 m3/h. Fig. 8c shows that
cost rate drops from 228.1 $/h to 226 $/h.

Fig. 9 shows that when increasing compressor pressure ratio
from 10 to 20, the net output work follows an increasing decreasing
trend, and at a pressure ratio of 14.76, the highest net output power
(6310 kW) is obtained. Considering Fig. 9a, the increase in
compressor pressure ratio decreases the thermoelectric work, from
242.8 kW to 188.5 kW. Fig. 9b shows that, with the increase in
compressor pressure ratio, exergy efficiency increases from 18.21%
to 18.48%, and after the 14.74 ratio, it decreases to 18.22%. Also,
freshwater production follows a downward-upward increase from
125.3 m3/h to 127.2 m3/h. Fig. 9c shows an increase in cost rate,
from 227 $/h to 277.8 $/h, due to the direct relationship between
cost and output power.

Fig. 10 assesses the effect of increasing the ORC turbine inlet
temperature from 70�C to 100�C. Fig. 10a and b shows that as the
ORC turbine inlet temperature rises, the system's net output power
and exergy efficiency increase from 6177 kW to 6259 kW and from
and thermoelectric work, (b) exergy efficiency and freshwater rate, and (c) cost rate.
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Fig. 8. The effect of increasing evaporator pinch point temperature on (a) net output power and thermoelectric work, (b) exergy efficiency and freshwater rate, and (c) cost rate.
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Fig. 9. The effect of increasing the compressor pressure ratio (rp) on (a) net output power and thermoelectric work, (b) exergy efficiency and freshwater rate, and (c) cost rate. 1
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Fig. 10. The effect of increasing the ORC turbine inlet temperature (T13) on (a) net output power and thermoelectric work, (b) exergy efficiency and freshwater rate, and (c) cost rate.

Fig. 11. The effect of increasing the SRC pump inlet temperature (T9) on (a) net output power and thermoelectric work, (b) exergy efficiency and freshwater rate, and (c) cost rate. 
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Fig. 12. The effect of increasing the number of heliostats (Nhel) and solar radiation (DNI) on (a) exergy efficiency, (b) net output power, (c) thermoelectric work, (d) freshwater
production rate, and (e) cost rate.
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Fig. 13. The effect of increasing inlet (P7) and outlet (P8) pressure of SRC turbine on (a) exergy efficiency, (b) net output power, (c) thermoelectric work, (d) freshwater production
rate, and (e) cost rate.
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18.09% to 18.33%, respectively. Exergy efficiency and output power 
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are directly related. Fig. 10a illustrates that the thermoelectric work 
was unaffected by the ORC turbine inlet temperature. Fig. 10b 
shows that freshwater production increases from 118 m3/h to 132.8 
m3/h. Fig. 10c shows a decrease in system cost rate from 227.6$/h 
to 225.7 $/h.

Fig. 11 analyzes the effect of increasing the SRC pump inlet 
temperature from 30�C to 50�C. Fig. 11a displays an increase in net 
output power, from 8895 kW to 8932 kW. Exergy efficiency also 
increases, as shown in Fig. 11b, from 18.14% to 18.23%. Exergy effi-
ciency and net output power are directly related. As the fluid 
temperature entering the SRC pump rises, the enthalpy of the fluid 
also rises, thus increasing the output power. Fig. 11a shows that the 
thermoelectric work decreases from 507.4 kW to 487.7 kW. Fig. 11b 
shows that the system's freshwater production rate also increases 
with the increase in SRC pump inlet temperature. Fig. 11c shows an 
increase in the system cost rate from 227.2 $/h to 269 $/h, as cost 
and output power are directly related.

The parameters with the most substantial effect on system 
performance were DNI, number of heliostats (Nhel), turbine effi-
ciency, turbine inlet pressure, compressor pressure ratio (rp), and 
SRC pump inlet temperature (T9).

Fig. 12 illustrates the effect of increasing the number of helio-
stats and the amount of solar radiation on system parameters. Fig. 
12a shows the beneficial impact on exergy efficiency. Fig. 12b 
shows an increase in the net output power of the system, and Fig. 
12c and d demonstrate that the increase in solar radiation and the 
number of heliostats increases thermoelectric work and freshwater 
production. Fig. 12e illustrates an expected increase in cost rate. It 
should be added that most costs are related to the heating system.

Fig. 13 shows the effect of increasing SRC turbine inlet and 
outlet pressures. Fig. 13a presents an obvious decrease in exergy 
efficiency. Fig. 13b shows that net output power increments with 
the rise in inlet pressure and decrease in outlet pressure. Fig. 13c 
demonstrates that the thermoelectric work rises with the decrease 
in inlet pressure and increase in outlet pressure. Fig. 13d reveals 
that increasing the inlet and the outlet pressure of the
Fig. 14. Location of Isfahan and ave
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SRC turbine increases freshwater production rate. Fig. 13e depicts
a decrease in cost rate with the rise in inlet and outlet pressure
because net output work and exergy efficiency have already
decreased.

3.3. Case study: Isfahan

Isfahan is a city in Central Iran (435 km from Tehran), located at
32.6539� N, 51.6660� E. The climate of Isfahan is temperate and dry,
with moderate rain and snow precipitations (due to climate
change, arid conditions have become ultra-arid) [42]. Summers are
hot and dry, with maximum temperatures around 39�C. The min-
imum temperature in winter can reach �18�C. Isfahan is facing
severe water shortages and environmental concerns. On this line,
the seawater is transferred from the Persian Gulf to Isfahan for
desalination purposes. Fig. 14 shows the location of Isfahan within
Iran and its Solarimetric potential.

Fig. 15a and b depict air temperature solar radiation throughout
the year on an hourly basis [43].

Fig. 16 summarizes the yearly net electrical energy, thermo-
electric electrical energy, and freshwater production for the case
study in Isfahan concerning DNI. As seen, July is the month with the
highest electrical energy (110763 kWh, Fig. 16a), highest thermo-
electric electrical energy (4085.8 kWh, Fig. 16b), and highest
freshwater production (2759 m3, Fig. 16c).

Table 5 summarizes the annual outputs of the system in Isfahan
with regard to DNI.

Ambient temperature affects the output energy of solar-based
systems. Fig. 17 summarizes the yearly net electrical energy, ther-
moelectric electrical energy, and freshwater production for Isfa-
han's case study regarding ambient temperature.

Fig. 17a indicates that the highest amount of net electrical en-
ergy (35774 kWh) occurs in July. As displayed in Fig. 17b, the
highest amount of thermoelectric electrical energy is related to
January, equal to 7722 kWh. As shown in Fig. 17c, the highest
amount of freshwater production is in July and is 3900 m3. These
results agree with Abdulrahim and Chung [44], where power and
water cogeneration plant located in a hot arid climate was analyzed
rage amount solar energy [42].
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Fig. 15. (a) Air temperature and (b) solar irradiation throughout the year on an hourly basis at Isfahan.
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in Kuwait. Table 6 summarizes the annual outputs of the system in
Isfahan concerning ambient temperature.

3.4. Optimization

3.4.1. Artificial neural network (ANN)
Artificial neural networks (ANNs) are computational models

based on biological theory and contain a large number of
computing elements (linear or nonlinear) called neurons [38]. An
ANN is a programmable method for learning from data. An initial
set of neurons are linked together so they can send data to each
other. After that, a problem is identified that the network must
solve. The network attempts this process repeatedly, verifying the
successful links and eliminating those that fail. With sufficient
training samples and computing power, the ANN can answer any
For Electricity and Freshwater Production... 300
question. In an ANN, three layers exist: input layer, hidden layer,
and output layer. The ability of ANNs to simulate and model
nonlinear processes makes them useful in various fields, such as
optimizing energy systems [45e47]. 700 samples from input-
output points are taken from the results of the proposed ther-
modynamic analysis to train the network. Multi-objective opti-
mization is carried out on the trained network using the multi-
objective NSGA-II algorithm. The mean squared error (MSE) is
calculated to determine how accurate the network is in deter-
mining output results. A significant advantage of the proposed
method is the reduction of time since the thermodynamic cal-
culations have only to be performed in the first step and not
again during the optimization process. An analysis that integrates
both thermodynamics for the proposed system and neural
network, as well as neural network and the NSGA-II. There are
S. K. Mahapatro et al.



Fig. 16. (a) net electrical energy, (b) the thermoelectric electrical energy, and (c)
freshwater production changes concerning DNI in Isfahan. Fig. 17. (a) net electrical energy, (b) the thermoelectric electrical energy, and (c)

freshwater production changes concerning ambient temperature in Isfahan.

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019
various types of ANN architectures. One multilayer neural
network (MLP) has been used in this study, and its general
structure is shown in Fig. 18.

Fig. 19 and Fig. 20 show the regression for exergy efficiency and
cost as objective functions.

Table 7 presents the related parameters for the input and output
layers and the range of changes.

Based on the simulated system (Figs. 19 and 20), the neural
network has a high level of accuracy. Fig. 21 shows the ANN model
error histogram for different data, where most data are near zero,
indicating the high reliability of the network.
3.4.2. NSGA-II Optimizer
Multi-objective optimization of the NSGA_II is applied to the

suggested combined energy system. Fig. 22 shows the Pareto
For Electricity and Freshwater Production... 301
frontier. On the Pareto frontier, all solution points are optimal. Se-
lection of the final optimal solution (which provides the best trade-
off between objectives) among the optimal points requires a
decision-making process; herein, a simple geometric method has
been employed.

Fig. 18 verified that a considerable cost decrease could be ach-
ieved if the exergy efficiency is slightly compromised. A list of
specifications for points 1, 2, and 3 is given in Table 8.

The population distribution is given in Fig. 23 to illustrate the
optimal point characteristics.

Comparison of results is hindered due to the specific system
configuration herein employed. However, there are similar studies,
such as Rafiei et al. [48], who coupled a solar desalination system
with an organic Rankine cycle for power and freshwater produc-
tion. Smooth and corrugated receivers were employed, and the
S. K. Mahapatro et al.



Table 5
System outputs pertinent to DNI in Isfahan in one year.

Net electrical energy Thermoelectric electrical energy Freshwater production

928,017 kWh 34,238 kWh 24,487 m3

Table 6
System outputs pertinent to ambient temperature in Isfahan in one year.

Net electrical energy Thermoelectric electrical energy Freshwater production

404371 kWh 89474 kWh 45463 m3

Fig. 18. The architecture of neural networks.

Fig. 19. Validation of the ANN algorithm for objective function (exergy efficiency). 1
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Fig. 20. Validation of the ANN algorithm for objective function (cost).

Table 7
Input and output layer data range.

Parameter Lower
band

Upper
band

Reason

Pressure ratio (�) 5 15 Standard pressure ratio range for
concentrated solar power.

Number of mirrors
(�)

350 650 The usual range for the number of
mirrors

Inlet steam turbine
pressure (kPa)

2000 4000 Steam turbine material temperature
limit

Evaporator pinch
point (ᵒC)

3 10 Normal range for evaporator pinch
point

Exergy efficiency (%) e e Needs to be maximized
Cost ($/h) e e Needs to be minimized

Fig. 21. ANN model error histogram.
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freshwater production increased with solar irradiance, reaching
12.71 kg/h and 13.09 kg/h, respectively. Ding et al. [49] presented a
power and freshwater generation system, with a gas turbine cycle
as the primary system and a Kalina cycle and humidification-
dehumidification desalination unit as the waste heat recovery
subsystems. The exergy efficiency of the system was 43.11%, with
For Electricity and Freshwater Production... S. K. Mahapatro et al.303



Fig. 22. Pareto front of the proposed system’s optimal points.

Table 8
Optimization procedure.

A B C

Objective function
Exergy efficiency (%) 16 21.66 24.47
Cost ($/h) 206.2 312.3 480.8
Optimization parameters
Pressure ratio (�) 5 8.5 14.6
Number of mirrors (�) 350 490 645
Inlet steam turbine pressure (kPa) 2000 3798 3709
Evaporator pinch point (ᵒC) 4.8 3.4 3
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freshwater production at 10.39 kg/s. After optimization, exergy
efficiency increased to 43.84%. The authors emphasize the necessity
of considering highly integrated and multigeneration energy
Fig. 23. Scatter distribution
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systems and highlight the case-specific complexity in establishing
suitable combinations of technologies considering local energy
regulations and the availability of resources. Biomass gasification,
regenerative gas turbine with intercooling, and a syngas combustor
were employed by Hamrang et al. [50] to produce freshwater and
electricity. After multi-objective particle swarm optimization,
optimal exergy efficiency, freshwater production rate, sum unit cost
of products, and net output power were 45.10%, 14.27 kg/s, 12.95
USD/GJ, and 8141 kW, respectively.

Considering that only a very small portion of total desalinated
water is currently obtained from renewable-assisted systems [3],
there is a clear need for further research. Trends in desalination
include the utilization of renewable energy resources, such as solar
and biomass.
4. Conclusion

This study focused on a solar-assisted combined energy system
located in Isfahan (central Iran), consisting of a concentrated solar
power plant, steam Rankine cycle, Brayton cycle, organic Rankine
cycle, reverse osmosis subsystem and thermoelectric generator.
The energy system produced freshwater and clean electricity. The
most influential parameters on system performance were direct
normal irradiance, number of heliostats, turbine efficiency, turbine
inlet pressure, compressor pressure ratio, and SRC pump inlet
temperature. The proposed system was then optimized with a
multi-objective genetic algorithm, considering exergy efficiency
and the system cost rate. Multi-objective optimization yielded
optimal exergy efficiency and cost rate of 21.66% and 312.3 $/h,
respectively. A Pareto frontier was then charted, producing a set of
optimal points. Ultimately, it can be asserted that the system
introduced in this study, according to the results, is suitable for the
required applications.

In the case considered, there was a strong relationship between
system performance and ambient temperature. Recognizing that
climate trends could affect the production of energy systems,
consideration of the effects of climate change could provide a better
prediction of energy outputs in future studies.
of decision variables.
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Combined Heat and Power (CHP) generation from Sewage Sludge (SS) offers two simultaneous advan-
tages: greenhouse gas emission reduction and increase of renewable energy generation as promoted by 
the European Union Green Deal 2021. In this work, a numerical model has been developed via Aspen Plus 
for the evaluation of CHP generation potentiality from SS through gasification integrated with an internal 
combustion engine system. The model is applied to the case of Italy and eight other European countries 
for the first time. The gasification model has been developed based on the experimental data on syngas 
generation from SS in a bench-scale rotary kiln reactor under laboratory conditions available in the 
literature. Sensitivity analysis revealed optimal operating temperature and equivalence ratios for gasi-
fication were 900 

�
C and 0.2 respectively. The CHP generation potentiality of SS resulted to be 2.73 kWh 

per kg SS as dry solid.
According to the statistical analysis used in the present study, SS generation will reach 680 kt per year 

as dry solid by 2030 based on the current sludge generation rate as well as improvement in the 
wastewater collection and treatment expected for the future in Italy. Within this time, the projected 
electrical and thermal energy generation rate per year can reach 714 GWh and 1142 GWh respectively. 
Electrical and thermal energy generation rates from sewage sludge have been estimated for eight EU 
countries in 2015 and compared with the Italian scenario, founding the highest one in Spain and the 
lowest in Luxembourg.
1. Introduction

World primary energy consumption has continuously risen
from 5,519 Mtoe/year in 1971 to 14,282 Mtoe/year in 2018 due to
the increase in population and industrial productivity. Fossil fuel
(Oil, Coal, and Natural gas) is the major contributor to the global
energy demand and accounted for 81% in 2018 [1]. Fossil fuel re-
serves are continuously declining due to the excessive dependency
to meet up the energy demand [2,3]. Consequently, the world will
face a severe energy crisis within the next few decades [4,5]. In
addition to this, the level of GreenHouse Gas (GHG) is continuously
increasing due to the emission of CO₂, CO, NOx, SOx, etc. from fossil
fuel burning and the disposal of waste materials to open fields,
landfilling, and incineration. According to the European Union (EU)
Green Deal 2021, policies should be updated to reduce the GHG
307
emission at least 55% by 2030 compared to the 1990 level and the
contribution of renewable energy to the primary energy demand
should increase to at least 40% within the same time [6]. Now EU
policies are strengthened to the conversion of waste to energy to
achieve these goals within the projected duration. Conversion of
Sewage Sludge (SS) generated in WasteWater Treatment Plants
(WWTPs) to energy can help to reduce GHG emissions compared to
the current management practice of agricultural reuse, landfilling,
and incineration and increase the renewable energy share to the
primary energy demand.

Wastewater generated from daily activities needs to pass
through primary treatment (for the removal of pollutants by
screening that is either floating or settling out by gravity), sec-
ondary treatment (to remove dissolved and suspended biological
matter), and tertiary treatment (for the removal of remaining
inorganic substances e.g. nitrogen, phosphorous, sulfur) to reduce
the pollutant load to ensure environmental security. SS generation
has dramatically increased over the last few years due to the
stringent directives on wastewater treatment all over the world.
T. R. Baitharu et al.
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Nomenclature

Abbreviations Symbols
CGE Cold gas efficiency
CHP Combined heat and power
DS Dry solid
ER Equivalence ratio
EU European Union
FBR Fluidized bed reactor
GHG Greenhouse gas
HHV Higher heating value
ICE Internal combustion engine
IPCC Intergovernmental panel on climate change
LHV Lower heating value
S/B Steam to biomass
SS Sewage sludge
/WWTPs Wastewater treatment plants

Symbols
LHVSS Lower Heating Value of sewage sludge
LHVSyng Lower Heating Value of syngas

M0
SS Mass flow rate of sewage sludge

M0
Syng Mass flow rate of syngas

n Number of components considered in syngas
NTURB Electrical power
QEX Thermal power
QEXCH Heat energy
Q 0
INPUT Energy supply rate

DTAppr Limit of gasifier temperature
TEqlm Equilibrium temperature
TGasf Gasification temperature

Greek symbols
hCHP Cogeneration efficiency
hel Electrical efficiency
hth Thermal efficiency

Subscripts
Appr Approach
Eqlm Equilibrium
Gasf Gasification
Syng Syngas
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According to Eurostat 2021 [7], the SS generation rate has varied
from 5.82 to 8.0 Mt of Dry Solid (DS) per year in 27 EU countries
(EU-27) from 2007 to 2016 and it is estimated to reach around
10 Mt of DS/year by 2030.

SS contains different kinds of solid suspension in impure water
[8]. Solid particles are a mixture of organic carbonaceous matter of
nontoxic nature (proteins, carbohydrates, oil, and fats), phospho-
rous, nitrogen, and sulfur-containing compounds, inorganic matter,
a lighter fraction of heavy metals, and a wide variety of microor-
ganisms. Based on the composition, the Lower Heating Value (LHV)
of SS is in the range of 11e20 MJ/kg of DS [9e17]. SS can be used as
fertilizer in agricultural land either directly or converted to
compost due to the presence of organic compounds and nutrients
(N, P, and S) [18]. Globally, SS is disposed of through agricultural
reuse, landfilling, incineration, or it is sent to external plants for
further treatment (mainly for physical treatments in combination
with chemical processes) to eliminate impurities before final
disposal [19].

CO, CO₂, CH₄, and N₂O are continuously formed and emitted to
the environment where SS is disposed, in case of both agricultural
reuse and landfilling, due to microbial activity on the carbonaceous
matter and nutrients present in SS [20]. According to the fifth
assessment report of the Intergovernmental Panel on Climate
Change (IPCC) [21], CH₄ and N₂O have 28 and 265 times respectively
more potential as a GHG as compared to CO₂. Moreover, the odor is
continuously released from the disposed site and stakeholders have
strong objections against agricultural reuse and landfilling of SS.
Also, SS incineration releases pollutants (mainly NOx, SO₂, HCl) that
are responsible for global pollution [22].

Energy recovery from SS either biologically or thermally can
reduce the problem associatedwith currentmanagement practices.
Biological treatment of SS (either anaerobic or aerobic digestion) to
recover energy reduces the environmental impact, but it needs
longer processing times up to 105 days due to the digestion process
being highly sensitive to the activities of microorganisms and has
lower efficiency (both electrical and thermal efficiency in the range
of 30 to 40%) [23e25]. An effective and promising technique for
energy recovery from SS is a thermal treatment, which can quickly
handle a large quantity with high volume reduction, eliminate
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pathogens, heavy metals as well as other organic and inorganic
pollutants with a higher conversion efficiency [26,27]. One of the
most advantageous thermal treatments is gasification for energy
recovery is particularly promising with higher conversion effi-
ciency as well as less migration of heavy metals to the gaseous
phase compared to pyrolysis, incineration, combustion, and hy-
drothermal carbonization [28,29e31].

The gaseous product formed during the gasification of SS or
biomass is known as syngas, a mixture of CO, CO₂, H₂, CH₄, and other
lighter hydrocarbons, and moisture with tar which can be used as a
fuel in powerplant, district heat, or industry [28]. Based on the
desired syngas specification, different gasifying agents are
frequently used in the gasification of biomass, such as air, steam, O₂
[28,32e34], CO₂ [35,36], or a mixture of air, O₂, and steam [37,38].
Air is commonly used as a gasifying agent because of its easier
availability and low cost.

Temperature and Equivalence Ratio (ER) is the main operating
parameter for gasification of SS when using air as a gasifying agent.
ER is defined as the ratio between the quantity of air fed to the
reactor to the stoichiometric amount of air required for complete
combustion [13]. Several experimental tests are required to opti-
mize the operating parameters to generate syngas from SS in a
sustainable way. Gasification modeling based on experimental data
may be useful to identify the optimum operating parameters,
saving time and reducing the economic costs compared to experi-
mental campaigns. While SS gasification modeling through Aspen
Plus to identify the best operating conditions and to estimate the
process performances has been extensively studied [16,17,39],
works on the use of the produced syngas for energy production are
limited [40e42].

Abdelrahim et al. [16] completed an experimental campaign in
an atmospheric Fluidized Bed Reactor (FBR) to generate syngas
from SS at two different sets of operating conditions. Authors
calibrated their developed model based on one set of experimental
data and validated it for another and found a good agreement.
Optimum operating parameters of temperature (780 �C) and ER
(0.30) for the gasification are identified through the developed
model. de Andres et al. [17] calibrated and validated a model on
Aspen Plus to simulate the syngas generation from SS in an
T. R. Baitharu et al.
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available in the literature and a satisfactory agreement of the 
model with experimental data is observed. The researchers have 
predicted optimum operating parameters for gasification of 
temperature equal to 850 �C and an ER of 0.3 for the syngas 
generation in a sustainable way. Migliaccio et al. [39] conducted an 
experimental analysis to produce syngas from two different SS 
generated in the same WWTP at two different times of the year at a 
temperature of 850 �C for both SS and ER of 0.2 for the first one and 
0.1 for the second sample in an FBR. The authors have simulated 
the gasifi-cation model through calibration based on the 
experimental out-comes and used it to predict optimum operating 
conditions (temperature of 850 �C and ER of 0.25 for the 
gasification of both SS).

Abdelrahim et al. [16], de Andres et al. [17], and Migliaccio et al.
[39] identified optimum operating conditions for the gasification of 
SS based on the composition of the syngas, without considering the 
net power available from the treatment process. In the current 
work, the authors consider not only the conversion of SS to syngas 
but also its further application for Combined Heat and Power (CHP) 
generation. During model calibration researchers [16,17,39] are 
predicted temperatures to restrict the equilibrium of individual 
gasification reactions but the fraction of carbon moved to the 
gasifier and elute out as char is not presented.

Research on smart energy systems design is now a promising 
area to achieve 100% renewable energy systems by integrating the 
electricity, heating, and transportation sector [43e45]. Kofler and 
Clausen [43] proposed three different polygeneration plants to 
produce electricity, biofuels, and heat through air-gasification of 
wheat straw in a low temperature circulating FBR integrated with a 
gas engine as a smart energy system. The authors designed the first 
plant for the generation of electricity and heat with a CCE of 23%, 
the second plant to produce synthetic natural gas and heat with a 
CCE of 91% and the last plant to produce dimethyl ether, heat and 
electricity with a CCE equal to 50%. Furubayashi [44] designed a 
plant to convert wind energy to electricity, heat, and transportation 
fuel for Akita prefecture in Japan as a smart energy system. The 
author estimated the potentiality of wind energy to generate 
electricity equal to 35.2 TWh/year of which 32.10% is sufficient to 
fulfill the electric energy demand, whereas the remaining can be 
stored in batteries to generate heat and transportation fuel. Cirillo 
et al. [46] analyzed experimentally and numerically a smart energy 
system to produce CHP from wood chips based on gasification in-
tegrated with a spark-ignition Internal Combustion Engine (ICE). 
The researchers found a satisfactory agreement between the 
developed model and the experimental results and evaluated 
electrical and thermal efficiencies of 19.9% and 17.8% respectively.

To the best of the author's knowledge, there is no study related 
to model development on CHP generation from SS as a smart en-
ergy system but there are limited studies relevant to CHP genera-
tion modeling from waste biomass [40e42]. Francois et al. [40] 
developed a model on Aspen Plus to evaluate the CHP generation 
potentiality from wood through gasification integrated with the ICE 
system based on the experimental data available in the literature. 
Authors are assessed electrical (27%), thermal (39%), and cogene-
ration (66%) efficiencies. Villarini et al. [41] developed a model on 
biomass gasification incorporated with an ICE system to assess the 
potentiality of CHP generation from Hazelnut and Olive pruning 
and predicted electrical and cogeneration efficiencies of 30% and 
60% respectively for the first one and 26% and 41% for another. 
Ruya et al. [42] developed a conceptual model on Aspen Plus to 
identify the specification of SS for the generation of syngas by 
supercritical water gasification and ultimately power based on 
exergy analysis. Researchers recommended that SS must be 
characterized by a minimum LHV of 12.63 MJ/kg with the DS 
content of at least 25%
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waste cooking oil, or heavy oil) to ensure auto-thermal operation.
The first aim of the current study is to evaluate the energy re-

covery potentiality as CHP from Italian SS through gasification in-
tegrated with an ICE system as a smart energy system for the first
time. The produced thermal energy is used to reduce the moisture
content of mechanically dewatered SS to less than 10% as required
for gasification treatment, whereas the produced electrical energy
is employed to run the WWTPs. The gasification process was
simulated through a restricted chemical equilibrium approach on
Aspen Plus although there is limited study on model development
for syngas generation from SS by applying restricted chemical
equilibrium [16,17,39,46]. The gasification model was calibrated
and validated based on two distinct sets of experimental data
available in the literature on syngas generation from SS collected
from a WWTP in Italy in a bench-scale rotary kiln reactor [47].
Optimum operating parameters (temperature and ER) were iden-
tified through a sensitivity analysis. A model to simulate the use of
the generated syngas in an ICE system to produce CHP was also
developed. The energy production rate was estimated from all the
generated SS in Italy if the wastewater treatment system would be
improved to fulfill the EU green deal 2021, on collection and
treatment. Finally, CHP generation rates from the overall produced
SS in 2015 were estimated also in eight different EU countries
(Luxembourg, Slovakia, Bulgaria, Ireland, Greece, Romania, Poland,
and Spain) by applying data obtained in the developed model and
compared with the Italian scenario.

2. Modeling of energy recovery from sewage sludge

2.1. Energy recovery from sewage sludge

In this work, three consecutive processes are proposed for en-
ergy recovery from SS, as shown in Fig. 1.

SS is fed to a gasifier with air as a gasifying agent to complete the
gasification at a specified temperature and ER. Gasification tem-
perature is reached by pre-heating the incoming air. Syngas exiting
from the gasifier presents a high temperature and it contains H₂,
CO, CO₂, CH₄ along with other lighter hydrocarbons, N₂, steam, char,
and ash. To use it in an ICE, syngas temperature must be reduced,
and impurities have to be removed [41]. This is achieved through
the cleaning and cooling process. Clean syngas is then combusted
in an ICE to generate electrical energy and thermal energy from the
exhaust of the engine. A detailed description of energy generation
from SS is available in the literature [41,47]. A comprehensive
description of the flowsheet developed in Aspen Plus is presented
in the following section.

2.2. Aspen Plus model

The developed Aspen Plus flowsheet for the proposed plant to
generate CHP from SS is shown in Fig. 2.

The feed stream SS enters to DECOMP block (RYield reactor) to
convert the non-conventional component (SS) into conventional
components of C, H₂, N₂, O₂ and H₂O and a non-conventional
component of ash, according to the yield distribution that is spec-
ified by implementing the ultimate analysis of the substrate
through a calculator from design specification tools. The tempera-
ture of the DECOMP block is 400 �C which is appropriate for the
pyrolysis of biomass [48].

Off products from DECOMP move to the S-SEP block where they
are divided into two sub-streams: GASFEED, which contains frac-
tions of carbon participating in the gasification reactions with H₂,
N₂, O₂ and H₂O, and C-CHAR that contains ash and unconverted
carbon (char).
T. R. Baitharu et al.



Fig. 1. Combined heat and power generation route from sewage sludge.

Fig. 2. Flowsheet of the proposed plant to generate CHP from SS.
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GASFEED stream is mixed with preheated air in a Mixer of block
MIXERG and moved to the gasification process. The RGibbs reactor
is chosen to simulate gasification reactions and it is denoted by the
GASIFIER block in the flowsheet. Individual reactions involved in
gasification are restricted by specifying their temperature. Indeed,
this empirical approach allows calibrating the model results with
experimental data obtaining a syngas composition closer to the
experimental one compared to the chemical equilibrium method
[49]. Gasification temperature is maintained by heating the
incoming air in a Heater of block PREHEAT.

C-CHAR flow exit from S-SEP block is passed through a heat
exchanger of block ASHHTR to equalize the temperature to the
generated product stream from GASIFIER of RAWSYNG and com-
bined in the Mixer of block MIX. The flow of HSYNGAS exiting the
block MIX is driven to the CYCLONE which simulates the cleaning
process where ash and char are separated from syngas and form
CLNSYNG stream which is passed through the Heater of block
COOLER to cool down the syngas to meet the conditions required
for ICE [41]. As suggested in the available literature [40,41,50], the
ICE is simulated through three consecutive blocks:

- the compressor of block COMPR to increase the potential energy
of incoming air through pressure raising;
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- the BURN block, where the fuel combustion is simulated to
transform the potential energy of air-syngas mixture to thermal
energy;

- the turbine of block TURB to complete the conversion of thermal
energy present in CMBSTGAS stream exiting from the combus-
tion chamber to mechanical energy to drive a generator (block
GEN) to produce electricity.

The EXITGAS stream passes through the UTIL block of a Heater
to extract thermal energy that can be used for thermal drying of
mechanically dewatered SS, office heating, or district heating based
on the productivity of the thermal energy from the plant.

Unit operation blocks used in Aspen plus with specific functions
are presented in Table 1.
2.3. Gasification modeling

The following assumptions are considered for gasification
modeling in Aspen Plus to simplify the process:

� The gasification is isothermal and steady-state [37,51,52].
� Volatile products are mainly of H₂, CO, CO₂, CH₄, and H₂O formed
by instantaneous pyrolysis of SS [53,54].
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Block ID Name Function

DECOMP RYield It converts the non-conventional feed of SS to conventional and non-conventional components.

S-SEP Separator It completes the separation of conventional and non-conventional streams.
PREHEAT Heater It completes the preheating of incoming air to reach the gasification temperature.
MIXERG Mixer It simulates the mixing of gasification reactants.
GASIFIER RGibbs It completes the gasification reaction by minimizing Gibbs free energy and restricts the chemical equilibrium of individual reactions for a specific

temperature.
ASHHTR Heater It equalizes the temperature of C-CHAR and gasifier products.
MIX Mixer Blending the gasifier off products, ash, and char.
CYCLONE Split Completed the simulation to perform the separation of the gas-solid mixture to syngas and ash and char.
COOLER Heater It cools down the syngas to a specific temperature before entering the ICE.
COMPR Compressor Pressurizes the stoichiometric air required to perform complete combustion of syngas in ICE.
BURN RGibbs Perform the simulation on combustion of syngas by minimizing the Gibbs free energy.
TURB Turbine Completed the conversion of thermal energy into mechanical energy of the exhaust from the combustion chamber.
UTIL Heater Complete the recovery of thermal energy from the exhaust stream of the ICE.

.

Table 1
Functional description of unit operation block used in Aspen Plus flowsheet.
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� The developed model is kinetic-free and zero-dimensional.
� Produced char is full of carbon [55].
� All gases behave ideally.
� Gasification completed at atmospheric pressure.
� Tar formation is neglected.

Indeed, according to the available literature, tar is the complex
mixtures of various hydrocarbons (e.g. phenols, olefins, benzene,
naphthalene, acenaphthylene, anthracene, phenanthrene, pyrene,
etc.). The formation of tar components is not reaching equilibrium
within the shortest residence time creating destabilization of the
gasification model used in the present study [40,56]. Development
of the SS gasification model by considering tar components will be
explored in our future work.

In the present analysis, seven reactions are considered during
the simulation of the SS gasification model. The reactions are listed
in Table 2.

The Boudouard reaction (CO2 þC/2COÞ does not achieve ki-
netic equilibrium within the shortest residence time and creates
destabilization of the overall gasification process [34]. For this
reason, the Boudouard reaction is not considered in the current
equilibrium modeling.
2.3.1. Restricted chemical equilibrium
As mentioned above, the syngas composition obtained through

the chemical equilibrium method may significantly deviate from
experimental data due to the complexity of the whole process and
the short residence time [57]. The deviation of the gasification
model results can be reduced to a tolerable limit of less than 20% by
using a restricted chemical equilibrium method [58]. For this
reason, each reaction involved in the gasification process is
restricted to equilibrium by assigning a specific temperature ac-
cording to equation (1).
Table 2
List of chemical reactions considered during model simulation.

Reaction No. Reaction Name

R1 C þ H₂O / H₂ þ CO Water gas
R2 C þ O₂ / CO₂ Carbon combustion
R3 C þ 2H₂ / CH₄ Methanation
R4 CO þ H₂O / H₂ þ CO₂ Water Gas Shift
R5 C₂H₆ þ 3.5O₂ / 3H₂O þ 2CO₂ Ethane combustion
R6 C₃H₈ þ 5O₂ / 4H₂O þ 3CO₂ Propane combustion
R7 H₂ þ 0.5O₂ / H₂O Hydrogen combustion
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TEqlm ¼ TGasf þ DTAppr (1)

where, TEqlm is the equilibrium temperature, TGasf is the gasification
temperature and DTAppr is the limit of gasifier temperature where
the reaction is restricted.

For the sake of completeness, the deviation is defined as the
difference between the model results and experimental data and is
calculated according to equation (2).

Deviation ð%Þ¼ Simulation result � Experimental result
Experimental result

,100

(2)

The average deviation is calculated from the deviation of indi-
vidual syngas components according to equation (3)

Average Deviation ð%Þ¼1
n

Xn

i¼1

jDeviationj (3)

where, n is the number of the considered component present in
syngas.
2.4. ICE modeling: cogeneration process performances

Syngas from the gasification of SS is converted to electrical and
thermal energy through an ICE system. Electrical (hel), thermal (hth)
and system (hsys) efficiencies are calculated according to equations
(4)e(6) respectively. Electrical, thermal, and system efficiencies are
used to evaluate the cogeneration process performance.

helð%Þ¼
NTURB

LHVSyng :M0
Syng

, 100 (4)

hthð%Þ¼
QEX

LHVSyng :M0
Syng

, 100 (5)

hsysð%Þ¼
NTURB þ QEXCH þ QEX

LHVSS:M0
SS þ Q 0

INPUT
, 100 (6)

where, NTURB represents the effective electrical power available in
the turbine, QEXCH is the heat subtracted during the cooldown of
syngas before entering the ICE, QEX is the thermal power obtained
from the cooling of ICE exhausts to useable temperature, LHVSyng

and LHVSS are the LHV of syngas and SS respectively,M0
Syng andM0

SS

are the mass flow rate of syngas and SS respectively and Q 0
INPUT is
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Table 4
Overview of operating conditions and syngas composition [47].

Parameters, Unit Condition I Condition II

Temperature (
�
C) 850 850

ER (�) 0.16 0.24
SS feed rate (g/h) 237 244
Air feed rate (g/h) 225 347
Syngas composition, vol% (Dry and N₂ free basis)
CO 35.30 37.10
CO₂ 20.60 24.20
H₂ 33.80 32.30
CH₄ 10.30 6.45

Table 5
Operating parameters applied for ICE simulation [50,59,60].

Operating conditions Value

Temperature (incoming syngas to the ICE combustion chamber,
�
C) 30.0

Temperature (incoming air to the compressor,
�
C) 20.0

Stoichiometric air ratio (�) 3.0
Pressure of compressor and combustion chamber (bar) 20.0
Isentropic expansion coefficient (%) 90.0
Isentropic compression coefficient (%) 90.0
Pressure (fume exit from turbine, bar) 1.0
Utilization temperature of exhaust fume (

�
C) 80.0
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the power supply associated with the RGibbs reactor.

2.5. Input parameters

2.5.1. Characteristics of sewage sludge
Characteristics of SS used in the present analysis were available

from the literature [47]. The proximate and ultimate analysis with
the Higher Heating Value (HHV) of SS used in the present study is
shown in Table 3.

2.5.2. Gasification conditions and syngas composition
Syngas composition obtained by gasification of SS for two

distinct operating conditions available from the literature [47] is
reported in Table 4.

Syngas composition from test condition I is used to calibrate the
model. To identify an appropriate DTAppr for every reaction
mentioned in Table 2, a 2% standard deviation from the experi-
mental results is set. The value of flow/fraction for unconverted
carbon identification was set in the range of 0e1.0. The obtained D
TAppr and char fractions during model calibration are used to vali-
date the model by comparing the results obtained from the
developed model with test condition II.

2.5.3. Operating conditions for internal combustion engine
The operating parameters considered for the simulation of the

ICE system are collected from literature [50,59,60] and reported in
Table 5.

3. Energy generation potentiality from SS

Energy generation potentiality as CHP from all the generated SS
in Italy and eight other EU countries are evaluated in this section.

3.1. CHP generation potentiality from SS in Italy

CHP generation potentiality from all the generated SS is assessed
for Italy. According to the EU Environment Agency report 2020 [61],
in 2015 only 60% of the total population in Italy are connected to
sewage systems and WWTPs. A statistical model is developed to
predict the SS generation rate by connecting all the population in
Italy with the public sewage system.

3.1.1. Prediction of SS generation
In 2015 Mininni et al. [62] surveyed 84 Italian wastewater

treatment utilities responsible for the collection and treatment of
municipal wastewater for around 35 million peoples and the esti-
mated production of SS was 395 kt of DS per year, which corre-
sponds to a generation rate per capita of 11.29 kg/(person.year). The
per capita SS generation rate in Italy is almost half compared to the
average EUe27 which is 22.50 kg/(person.year) in 2015 due to the
lower number (60%) of the population are connected to the sewage
system [63]. In this work, three scenarios (first, second, and third)
are assumed based on the improvement of wastewater collection
Table 3
Proximate and Ultimate analysis of SS with heating values [47].

Proximate analysis (wt%) Ultimate a

Moisture 3.53 C
Volatile matter (d.b.) 64.2 H2

Fixed carbon (d.b.) 2.58 N2

Ash (d.b.) 29.7 O2

*d.b: dry basis of material.
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and treatment rate. The first scenario is assumed by considering
that the Italian existing wastewater treatment capacity will be
enlarged to treat all generated wastewater by 2030 to fulfill the
target mentioned in the EU green deal 2021. For the second and
third scenarios, it is supposed that this aimwill be reached by 2040
and 2050, respectively. The estimation takes into account also the
projection for Italian population variation over the years proposed
by Eurostat 2021 [64].
3.2. Energy generation potential from SS in other EU countries

A fraction of generated SS is subjected to anaerobic digestion in
13 EU countries (e.g. Germany, France, Norway, Switzerland,
Denmark, Sweden, Finland, Austria, Hungary, Czech Republic,
Netherland, UK, and Turkey) with the purpose of energy recovery
[65]. Eight EU countries where SS is disposed in agricultural reuse,
landfilling, incineration, and further physical or chemical treatment
are selected taking into account different geographical locations
(e.g. Luxembourg, Slovakia, Bulgaria, Ireland, Greece, Romania,
Poland, and Spain). CHP generation rates are estimated in the
selected countries in 2015 by assuming that the electrical and
thermal energy generation potential of SS is similar to the one
obtained in the present study for Italy. SS generation rates in these
EU countries have been collected from Eurostat 2021 [7]. Per capita,
electrical, and thermal energy generation rate from SS in 2015 have
been also estimated and compared with the Italian scenario.
nalysis (wt%) Heating Value (MJ/kg, db)

41.2 HHV 14.1
5.22
3.21
20.7
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4. Results and discussion

4.1. Model calibration and validation

The temperatures to restrict the chemical equilibrium of gasi-
fication reactions presented in Table 2 are obtained during model
calibration by using regression analysis tools in Aspen Plus and
shown in Table 6 with the fraction of carbon participating in gasi-
fication reaction.

Considering the results presented in Table 6, 85.40% of carbon
present in SS participate in gasification reactions, whereas the
remaining fraction is inert and exit the gasifier as char.

The composition of syngas obtained from the simulation is
compared with the experimental results accessible in literature
[47]. The comparison, as well as the corresponding deviation dur-
ing model calibration and validation, are shown in Table 7.

As presented in Table 7, the average deviation is found to be only
2.96% with the deviation of each component of syngas less than 5%
for the model calibration. The average deviation rises to 13.7% for
the validation case, whereas the deviation for individual compo-
nents is lower than 20%. Therefore, it is assumed that the developed
model has a good agreement with the experimental results [17,58].
Indeed, the average deviation (13.7%) obtained in the current
simulation for model validation was substantially lowered
compared to that of analogous simulations carried out by other
researchers, e.g. Abdelrahim et al. [16] for SS (average deviationwas
16%) and Gonzalez et al. [66] for oil sludge gasification (average
deviation was 28.37%). In the current work, the highest deviation
was found for the species with the lowest concentration (CH₄).
4.2. Sensitivity analysis

A sensitivity analysis is conducted by using the feed flow rate of
244 g/h mentioned for test condition II to investigate the optimum
ER and gasification temperature. The energy available from syngas
and that is required to preheat the incoming air to reach gasifica-
tion temperature are considered to identify the optimum condition
of operation.
4.2.1. Effect of ER
The gasification temperature of 850

�
C is considered in simula-

tion model development to detect the ideal ER.
Reaction condition change with the change of ER due to the

alteration of oxygen supply to the gasifier that has a clear impact on
the syngas composition. The effect of ER on syngas compositions is
presented in Fig. 3.

As clearly depicted in Fig. 3, the concentration of CO₂ in syngas
increases continuously with ER, while that of H₂ rises slowly. The
remaining constituents of syngas e.g. CO, CH₄, C₂H₆, and C₃H₈
decrease continuously with an increase of ER. This occurs due to the
increase of O₂ entering the gasifier with ER that drives the com-
bustion reactions of carbon, methane, ethane, and propane to the
Table 6
Temperatures to restrict the reactions and fraction of carbo

Reaction No.

R1
R2
R3
R4
R5
R6
R7
Fraction of C participate in gasification reaction
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forward direction, and increases the concentration of CO₂ and H₂O
in syngas. Increases in H₂O concentration in gasifier moves both
water gas and water gas shift reaction to forward direction and the
former one increases both CO and H₂ concentration but later one
dropped the CO concentration in syngas. Water-gas shift reaction
proceeds with a faster rate compared to water gas reaction because
of the availability of reactants. Ultimately CO concentration in
syngas decreases with the increase of ER.

The effect of ER on LHV of syngas, primary power available from
syngas as well as thermal power required to preheat the incoming
air to complete the gasification reactions cycle are shown in Fig. 4.

As clearly depicted in Fig. 4, the LHV and primary power avail-
able from syngas as well as thermal power required to preheat the
incoming air to reach gasification temperature decrease continu-
ously with ER. LHV depends on the concentration of H₂, CO, CH₄,
and other hydrocarbons present in syngas [67]. LHV of syngas de-
creases continuously with the increase of ER due to the decreasing
concentration of all the fuel compounds except for H₂. With the
increase of ER, the rate of oxidation reactionsmoves forward, which
are exothermic and rises the quantity of generated heat [68e70].
Consequently, the energy required to preheat the air decreases
continuously with ER.

Based on the current simulation results, 0.2 is identified as the
optimum ER for the gasification of the SS. Although LHV of syngas
would be higher at ER equal to 0.15, gasification at ER < 0.2 may
lead to incomplete gasification, and pyrolysis of SS occurred which
increases char production as well as tar content [13,71e73],
requiring higher cost for the cleaning of syngas to remove impu-
rities for further use (for chemical synthesis or power generation).
4.2.2. Effect of temperature
The identified optimum value of ER in section 4.2.1 (0.2) is used

to reveal the ideal gasification temperature.
The effect of gasification temperature on syngas composition is

presented in Fig. 5.
As clearly depicted in Fig. 5, the concentration of H₂ and CO

increases continuously with the increase of gasification tempera-
ture, whereas the concentration of CH₄ rises slowly with temper-
ature up to 800

�
C and afterward it decreases linearly. The

concentration of remaining gas components in syngas e.g. CO₂,
C₂H₆, and C₃H₈ decreases in the whole range of temperature, with a
rapid decrease of CO₂ and a moderate drop of C₂H₆ and C₃H₈. With
the temperature rise, endothermic reactions move to a forward
direction whereas exothermic reactions experience the reverse.
Combustion reactions that occur in the gasifier are exothermic and
move to the backward directionwith temperature, which drives the
decrease of CO₂, C₂H₆, C₃H₈, and CH₄ concentration in syngas. In
contrast, water gas and water gas shift reactions are endothermic
and move in the forward direction with temperature rise, causing
an increase in the concentration of CO and H₂ in syngas [68e70].

The effect of gasification temperature on LHV of syngas and
power flow in the gasifier is depicted in Fig. 6.
n participate in gasification.

Temperature limit ðDTApprÞ;
�
C

�133.0
�84.5
�337.0
�376.0
26.6
51.6
0
0.854
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Model Calibration Model Validation

Composition (%v/v) Experimental results [47] Simulation results Deviation (%) Experimental results [47] Simulation results Deviation (%)
CO 35.3 34.3 �2.76 37.1 31.3 �15.7
CO2 20.6 20.2 �1.71 24.2 23.4 �3.22
H2 33.8 34.6 2.40 32.3 37.8 17.2
CH4 10.3 10.8 4.99 6.45 7.65 18.5
AD (%) 2.96 13.7

*AD ¼ Average Deviation.

Fig. 3. Effect of ER on syngas composition [Gasification temperature ¼ 850⁰C]. Fig. 5. Effect of gasification temperature on syngas composition [ER ¼ 0.2].

Table 7
Comparison of simulation results with experimental data and their corresponding deviation.
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As clearly observed in Fig. 6, the LHV of syngas, primary power
accessible in syngas, and thermal power needed for preheating the
incoming air increase with the rise of gasification temperature.
With the increase of gasification temperature, the concentration of
CO and H₂ in the syngas increases, and consequently the LHV rises
[67]. However, the thermal power required to preheat the incoming
air increases with the gasification temperature since at higher
temperatures, exothermic reactions move to the backward direc-
tion whereas endothermic reactions experience the opposite,
needing more energy to complete the cycle.

Based on the current simulation results, 900
�
C is the identified

optimum temperature for the gasification of SS. Indeed, the LHV
and the available primary power in syngas increase as the gasifi-
cation temperature rises from 900 to 950

�
C. However, at the same

time the thermal power required for pre-heating the gasifying
agent increases as well, and such an increase (42.96 W) is higher
than that related to the primary power available from syngas
(31.26W). Therefore, increasing the gasification temperature above
900 �C does not appear to be convenient.
Fig. 4. Effect of ER on LHV of syngas, primary power available from syngas and req
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The effect of ER and gasification temperature on syngas
composition and LHV found in the current study is similar to that
observed by other researchers in their developed model for the
gasification of SS or waste biomass [13,16,17,47,68,74e77].
4.3. Evaluation of IC engine performance

Syngas obtained through simulation in this analysis at optimum
operating conditions of gasification temperature 900

�
C and ER of

0.2 is used to simulate CHP generation through an ICE system. The
reason behind the identification of optimum ER and temperature
for gasification of SS in the current analysis is mentioned clearly in
sections 4.2.1 and 4.2.2 respectively. The predicted optimum
operating conditions of gasification temperature, ER, LHV, gas yield,
electrical, thermal, and cogeneration efficiencies found in the cur-
rent simulation and comparison with similar results obtained by
other researchers are mentioned in Table 8.

From the results presented in Table 8, the electrical efficiency
uired to reach gasification temperature [Gasification temperature ¼ 850 ⁰C]. 
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Fig. 6. Effect of temperature on LHV of syngas and primary power obtained from syngas and required to preheat the incoming air to the gasifier [ER ¼ 0.2].
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obtained from the proposed model is slightly higher compared to
those of other biomass cogeneration systems analyzed in the
available literature where the air is used as gasifying agent. This
appears to be due to the different optimum operating parameters
for gasification as well as the composition and LHV of feed mate-
rials. Thermal efficiency found in the current work is also higher
than the one found by other authors, probably due to the simpli-
fying hypothesis that all the generated heat can be exploited.
Conversely, electrical and cogeneration efficiencies found in the
current work are lower compared to the case of steam gasification
(from Hazelnut shells) due to the difference of gasifying agent
which has an impact on syngas LHV.

5. Estimated CHP generation rate from SS

The model developed in the present study is applied to evaluate
the potentiality of electrical and thermal energy generation rate
from all the SS produced in Italy as well as some EU countries
mentioned in sections 3.1 and 3.2.

5.1. Potentiality of energy recovery from SS in Italy

5.1.1. Prediction of SS generation
The predicted SS generation rate in Italy based on the assump-

tions illustrated in subsection 3.1.1 are presented in Fig. 7.
Due to the improvement of wastewater collection and treatment

facilities, the projected SS generation rate in Italy continuously
increases for the considered scenarios. The expected SS generation
rate is around 680 kt DS/year in 2030 for the first scenario, and in
2040 and 2050 for the second and third scenarios, respectively.

5.1.2. Projection of energy generation potential from SS
According to the results obtained from the developed model,

electrical and thermal energy recovery potentiality of 1 kg of SS as
Table 8
Gas yield, electrical, thermal, and cogeneration efficiencies found in the current study an

Feed material Gasifying Agent ER/SB Gasification Temperature (⁰C) Gas

SS Air 0.20 900 1.83
Olive pruning 0.27 785 1.70
Wood 0.20 960 n.r.

0.3 800 n.r.
*MSW 0.25 680 n.r.
Hazelnut shells Steam 0.4 785 1.56

*MSW ¼ Municipal Solid Waste; n.r. ¼ not reported.
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DS is 1.05 kWhel and 1.68 kWhth, respectively. The potentiality of
electrical and thermal energy generation from SS produced in Italy
for the three scenarios are presented in Fig. 8(a) and (b), respec-
tively, by assuming 7000 h of operation time every year for the ICE
system.

As illustrated in Fig. 8 (a) and (b), the predicted electrical and
thermal energy generation rate from SS can reach 714 GWhel/year
and 1142 GWhth/year respectively.
5.2. Estimation of energy generation potential from SS in selected
EU countries

The estimated electrical and thermal energy with per capita
generation rate from SS in Italy and selected eight EU countries,
considering the data related to 2015, are presented in Table 9.

Table 9 shows that the highest quantity of electrical and thermal
energies from SSwas found in Spain and the lowest in Luxembourg.
CHP generation from SS in a country depends on the per capita SS
generation rate which depends on the quantity of population
connected to the sewage system and the total population. Spain has
46.5 million people after Italy with 60.8 million and 94.6% people
are connected to the sewage system after Luxembourg of 98.5% in
2015. The per capita SS generation rate is the highest in Spain
(24.81 kg of DS/(person.year)) among the EU countries presented in
Table 9. In terms of per capita electrical and thermal energy gen-
eration potential from SS, Spain is in the top position and Italy is at
the bottom. Italy has the second-lowest of both par capita SS gen-
eration (11.29 kg of DS/(person.year)) and population connection
(60%) to the sewage system after Romania (10.59 kg of DS/(per-
son.year) and 45.6% respectively) in 2015 [7,62,63].

In EU countries, the electrical energy consumed by the waste-
water treatment sector is estimated to be around 1% of the national
demand [80]. Considering this, it can be predicted that in the best
scenario of complete collection and treatment of generated
d comparison with studies available in the literature.

Yield (Nm3/kg) LHV (MJ/Nm3) hel (%) hth
ð%Þ

hsys (%) Ref.

4.12 29.20 45.92 53.10 Current study
4.20 26.00 *n.r. 41.00 [41]
n.r. 27.00 39.00 66.00 [40]
5.94 25.00 38.00 n.r. [78]
5.80 19.08 20.00 40.05 [79]
7.25 30.00 n.r. 64.00 [41]
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Fig. 7. Projection of the annual SS generation rate for three different scenarios in Italy.

Fig. 8. Prediction of energy generation rate from SS in Italy through gasification in combination with an ICE system (a) Electrical (b) Thermal.
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wastewater, around 23e29% of electrical energy needed by the
wastewater treatment sector in Italy as well as in other EU coun-
tries could be self-produced. Mechanically dewatered SS needs to
be dried before gasification to reduce the moisture content to less
than 10 wt% [16,17] requiring high thermal energy consumption.
Sludge drying could be carried out by using thermal energy avail-
able in the CHP generation system. More in detail, it could cover
around 50e57% of the thermal energy demand of sludge drying,
assuming an average moisture content equal to 70% for the wet SS
and specific thermal energy consumption of drying equal to 0.85
Conversion of Sewage Sludge... 316
kWhth [81].

6. Conclusion

A simulation model in Aspen Plus is proposed as a smart energy
system to assess the energy recovery from sewage sludge through
gasification combined with an internal combustion engine system
to produce electrical and thermal energy in Italy and applied to
eight EU countries. To estimate syngas generation, the Aspen Plus
model is calibrated and validated by using two distinct sets of
T. R. Baitharu et al.



Country Electrical Energy (GWh/year) Thermal Energy (GWh/year) Per capita electrical energy (kWh/(person.year) Per capita thermal energy (kWh/(person.year)

Luxembourg 9.61 15.4 17.1 27.3
Slovakia 59.1 94.5 10.9 17.4
Bulgaria 60.3 96.4 8.37 13.4
Ireland 61.3 98.1 13.1 21.0
Greece 126 201 11.6 18.6
Romania 221 354 11.1 17.8
Italy 432 692 7.11 11.4
Poland 596 954 15.7 25.1
Spain 1210 1936 26.1 41.7

Table 9
Estimated total electrical and thermal energy generation from SS in some EU countries with per capita production potential in 
2015.
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experimental data available in the literature. The operating pa-
rameters involved during air gasification of sewage sludge are 
optimized through a sensitivity analysis aimed at investigating the 
effect of the equivalence ratio and gasification temperature on the 
system performance. Operating parameters related to the model 
development on combined heat and power generation from syngas 
in an internal combustion engine system are considered from the 
available literature. Under these operating conditions, the proposed 
system produces 1.05 kWhel and 1.68 kWhth per kg of sewage 
sludge as dry solid.

Considering the existing data and improvement of wastewater 
collection and treatment in the future, the sewage sludge genera-
tion rate in Italy is estimated to be equal to 680 kt per year as dry 
solid by 2030. Assuming that all sewage sludge is used for energy 
recovery through the system analyzed in the current work, around 
714 GWh/year of electrical and 1142 GWh/year of thermal energy 
can be produced.

Electrical and thermal energy generation rates from sewage 
sludge in eight other EU countries in 2015 are estimated and 
compared with the Italian scenario. According to the estimated 
results, the highest quantity of electrical and thermal energy 
generated from sewage sludge was found for Spain whereas the 
lowest for Luxembourg. CHP generation from sludge through the 
proposed system would allow covering around 23e29% of the 
electrical energy demand of the wastewater treatment sector and 
50e57% of the thermal energy demand for sewage sludge drying. 
Energy recovery from sewage sludge through the proposed system 
can beneficiary to fulfill the target of greenhouse gas emission 
reduction and increase of renewable energy contribution to the 
primary energy demand by 2030 mentioned in the EU green deal 
2021.
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The Danish district heating sector constitutes a large potential for power-to-heat technology utilisation 
and thereby for increasing energy system flexibility and integration of the heat- and electricity sectors. 
Though the potential is there, it is uncertain whether the current flat-rate electricity grid tariff structure 
best incentivises a flexible integration. This study investigates how a redesign of the current flat-rate 
electricity grid tariffs influences the business-economic incentive for flexible power-to-heat operation 
in a district heating area, and how tariff schemes can incentivise increased integration of local wind 
power. The simulation tool energyPRO is used to investigate the influence of three redesigned tariff 
schemes; a flat-rate tariff reduction, a fixed time-of-use tariff scheme and a dynamic tariff scheme. It is 
concluded that the redesigned tariff schemes show potential for improving business-economic viability 
of flexible power-to-heat operation and increased integration of variable renewable electricity. However, 
measures and careful planning must be undertaken in the design of future tariff schemes to ensure that 
the necessary income for grid operators remains in place. The study thus suggests a redesign of the 
current tariff scheme and provides policymakers with tangible results of how a district heating company 
is affected by changes to the structure of electricity grid tariffs.
1. Introduction

Ensuring energy system and power system flexibility is a
tremendous challenge to the integration of increased variable
renewable electricity (VRE) in the transition to renewable energy
systems [1]; a challenge that requires both technological ad-
vancements, regulatory changes, and new market mechanisms [2].

The concept of flexibility and its importance is discussed avidly
in both academic research, governmental regulation, and political
strategies, but regardless, no universal definition has emerged [3].
Traditionally, the term flexibility has been used solely to describe
the flexibility of the electricity sector, e.g. the ability of power plants
to maintain and balance voltage and frequency [4], but with
increasing shares of VRE more flexibility options and mechanisms
320
are needed [5]. This is evident in previous studies finding that when
integrating more VRE into the energy systems a more holistic en-
ergy system approach tends to result in lower overall system costs
[6]. Previous studies have also found that when the different energy
sectors become more interrelated, market re-design to facilitate
VRE integration have to be understood across the different energy
sectors, as the different energymarkets will to a larger extend affect
each other [7].

Previous research has shown that the district heating (DH)
sector can have an important role to play in the future integration
and balancing of RE, due to a combination of existing storage ca-
pacity and technological diversity [8]. Furthermore, despite
decreasing costs, battery storage remains an expensive solution for
long-term electricity storage compared to heat storage alternatives
found in the DH sector [9]. The storage potential in DH is especially
relevant because of power to heat (P2H) technologies enabling the
conversion of electricity to heat, typically based on conventional
heating resistors, electrode boilers, or HPs. A transition towards
P2H technologies, such as electric boilers (EBs) and electric heat
pumps (HPs) in DH, coupled with heat storage could very well
provide some of the critically needed flexibility and be an integral
part of the future integration of VRE [10].
A. Priyadarshinee et al.
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electricity sector and are useful technologies in integrating and 
utilizing VRE production, EBs and HPs provide vastly different 
benefits to the energy system [11]. HPs typically function as base-
load units with many production hours due to high investment 
costs, low operation costs, and high efficiencies [12]. Therefore, HPs 
could prove to be an unreliable source of flexibility in the future, 
given the current operation mechanisms, where HPs only to a 
limited extent react to price signals from the day-ahead spot mar-
ket and fluctuations in VRE production [12]. EBs are almost the 
exact opposite technology of HPs, providing a lower investment 
cost, but also lower efficiency. Enabling greater system flexibility 
through flexible operation of both EBs and HPs could prove to be a 
pivotal challenge for future RE systems.

The use of P2H technologies as a future flexibility mechanism is 
an area of growing interest among both academics and grid oper-
ators. However, as argued by Skytte [13], significant barriers to the 
realization of the P2H potential are present, including the market 
development and the regulatory setup. Key issues in the Danish 
context have been the preference for biomass heat only boilers; a 
result of the tax exemption for biomass, and the existing grid tariff 
structure hindering P2H utilisation.

A redesign of electricity grid tariffs could prove to be a useful 
mechanism for encouraging flexible operation. In an investigation 
of policy incentives for flexible DH in the Baltic countries, Sneum et 
al. [14] argue how flexibility is mainly provided by market in-
centives and very little by energy policy, raising the question of 
whether the existing market incentives are sufficient mechanisms 
for ensuring that the increased demand for flexibility is met. This is 
a challenge that is further exacerbated due to the conflict of 
ecological and financial efficiency of P2H control strategies, and the 
current lack of financial incentives for flexible P2H operation [15].

Through Balmorel simulations of the Nordic countries, Sandberg 
et al. [16] have investigated the impact of altering the grid tariff 
structure and found that the use of electricity in DH was signifi-
cantly influenced. Likewise, a study of the North European power 
market based on Balmorel simulations concluded that the value of 
VRE increases, as the installed P2H capacity increased. In a study of 
a representative Danish DH system, Bergaentzle� et al. [17] analysed 
the impact of alternative tariff schemes on the operation of P2H 
technologies; this is however limited to only include EBs due to the 
site-specific nature of HPs. Similarly, Kirkerud et al. [18] investi-
gated how changes to the grid tariffs influenced the operation of an 
EB in a typical Norwegian DH plant.

Tariffs are regulated locally by the distribution system operators 
(DSOs) and nationally by the transmission system operator (TSO). 
Danish DH companies are subject to a distribution tariff to the local 
DSO, in addition to transmission- and system tariffs paid to the 
TSO. All three are in the form of fixed tariff rates, where the total 
tariff payment is a result of the volumetric electricity consumption. 
The tariffs are supposed to be balanced to a level equal to the cost 
of operating and maintaining the grid, with a stated purpose from 
the Danish Electricity Supply Act of being cost-reflective, fair, and 
non-discriminating [19]. Thus, in theory, tariff rates should be cost-
reflective. There is however notably no mentioning of encour-aging 
flexibility.

While traditionally electricity grid tariffs have been designed 
using a volumetric rate (EUR/kWh), independent of time and place 
of consumption, such fixed price structure may not be suitable for 
the on-going transition towards VRE and the ensuing changes to 
the electricity market. Reneses et al. [20] outline how the cost of 
supplying electricity is not static but instead varies according to 
both time of the day and location of consumption. In hours with 
excess renewable electricity, the marginal cost for supplying 
additional electricity on the distribution- and transmission grid is
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low. On the other hand, supplying electricity during peak load
hours is expensive, both due to increased losses as a result of in-
tensity and the expensive necessary investments in peak grid ca-
pacity [20]. Concerns like these cause Bergaentzl�e et al. [17] to
argue that traditional volumetric tariff distorts the price signals
from tariffs as they do not properly reflect the marginal supply cost.

Perhaps a response to the challenges related to the traditional
volumetric tariff schemes, three Danish DSOs Radius (part of Andel
as of September 2020) [21], Cerius [22] and Konstant [23] have
implemented an alternative tariff scheme within parts of their grid
area for testing and demonstration purposes. While the specific
tariff rates are slightly different for each DSO, the general structure
applied is the same. In all three areas the tariffs have been changed
to consist of three different price periods; low, high, and peak
pricing. This, at least in theory, adds an element of time to elec-
tricity consumption, rewarding consumption outside of the typical
peak demand hours. For all three DSOs a tariff reduction of 39%e
42% is provided for consumption during low periods, no changes to
the tariff rate during high periods, and a tariff increase of 42%e48%
is added for consumption during peak periods.

As shown, while P2H flexibility and interactions with electricity
grid tariffs already have seen some attention within research, sig-
nificant gaps in this can be identified. One notable observation is
the absence of studies on flexible operation of HPs in DH, whereas
typically studies on P2H flexibility only investigate the potential for
EBs. This may be a result of the site-specific nature of HPs, causing a
need for case and site-specific investigations due to the need for a
low-temperature energy source in connection to the HP, as opposed
to either large-scale aggregated analysis or investigation of average
cases. Furthermore, integration of VRE is only correlated to the
changes in P2H operation as a result of tariff changes on a large-
scale (e.g. for the North European power market [24]), but not on
a local scale. The integration of VRE locally should however not be
underestimated, where increased system flexibility may assist in
reducing grid congestion and thus reduce grid expansion needs, in
addition to supporting local renewable energy strategies due to a
lower curtailment of VRE and improved integration.

1.1. Scope and case

This study investigates the challenge of system flexibility spe-
cifically in the context of Denmark, where approximately 64% of all
households are supplied by DH [25] and 64% of the electricity de-
mand is supplied from RE [26], thus making Denmark a prime
candidate for investigations of P2H flexibility in DH. Furthermore,
Denmark is committed to the transition to a 100% renewable en-
ergy (RE) system by 2050 [27]; a goal that requires a continued
expansion of especially wind power production and thus an
increased need for flexibility and VRE integration.

We hypothesise that a redesign of the existing rigid tariff
scheme can incentivise flexible operation of P2H technologies, and
thus result in increased integration of VRE as a result of increased
P2H flexibility. Such a change should be understood not only in the
context of the electricity market side but also consider the local
heat market, as shown by the Smart Energy Markets concept [7],
where we for this study thus consider the tariff structure as an
important part of the energy market structure. While a redesign of
the similarly rigid electricity tax structure could possibly also
contribute to increased demand-side flexibility as investigated in
Albertsen et al. [28], or flexible operation in DH as investigated in
Østergaard and Andersen [29], the scope of this study is limited
specifically to the electricity grid tariff schemes. Thus, this study
sheds light on how a redesign of the existing electricity grid tariff
schemes can increase the incentive for flexible operation of P2H
technologies in the DH sector.
A. Priyadarshinee et al.
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2. Methods

The study applies the tool EnergyPRO for modelling Ringkøbing
DH system, the selected case site, and testing redesigned tariff
schemes. Tariff schemes are evaluated based on a combination of
technical and economic parameters. This section outlines the pro-
cess of choosing a suitable tool for modelling Ringkøbing DH sys-
tem, followed by a description of the established model and key
assumptions and data. Finally, the analytical framework consisting
of the parameters of which the results are analysed according to, is
presented.

2.1. Simulation tool

The purpose of this study’s energy system analysis was to
investigate the potential for increased flexible operation of P2H
technologies and the influence of energy policy in the form of
electricity tariffs. This was done by modelling and simulating the
operation of Ringkøbing DH plant and testing how altering tariff
schemes influence production and operation. For this analysis, a
number of characteristics were necessary for the applied tool,
including:

� Able to model DH at a local level including typical P2H
technologies.

� Hourly calculation time steps.
� Possibility of including spot market and adhering both pro-
duction and consumption accordingly.

� Able to simulate and optimize for a minimum of a one-year
period.

� Possibility of including existing and potential future energy
policy such as taxes and tariffs.

To simulate different system configurations and varying taxes
and tariffs the software energyPRO [31] was used. energyPRO is

plant with different P2H technologies installed, located in a region 
with large amounts of VRE production. The chosen case is Ring-
købing DH system, located in Ringkøbing-Skjern Municipality in 
Denmark. Ringkøbing DH is found relevant for investigating the 
effect of redesigned grid tariffs on flexibility in the local integration 
of VRE as Ringkøbing Municipality is in the process of developing a 
new energy strategy emphasising flexibility of the energy system 
and integration of the large amounts of locally produced VRE, thus 
following an increasing tendency among municipalities to actively 
engage in energy planning [30]. Ringkøbing DH has already 
installed EB capacity alongside a highly flexible and fast regulating 
hybrid natural gas and electricity HP, making the investigation of 
flexible P2H operation possible for both EB and HP. Also, Ring-
købing Municipality is home to the largest installed capacity of 
onshore wind turbines in Denmark, with electricity production in 
2018 amounting to 178% of the electricity demand within the 
municipality, making the challenge of integrating VRE to the local 
energy system highly relevant. Ringkøbing DH is modelled in detail 
to investigate the effect of new tariff designs on the operation and 
business economic viability of P2H technologies. The operation of 
P2H technologies is correlated to the local wind power production, 
to assess how changes to the tariff structure influence local inte-
gration of VRE.

While it is not possible to decide on complex policy design such 
as electricity grid tariffs based solely on individual case studies, the 
aim of this study is to feed into the discussion of policy implications 
and evaluating the effect of new grid tariff schemes both on the 
operation of a DH company, and in terms of VRE integration.
Fexible Power-to-Heat Operation... 322
mainly used for modelling and simulating local or site-specific
energy systems such as a DH system. energyPRO is capable of
optimising such systems operation according to existing conditions
such as weather, fuel prices, taxes, and subsidies, and a variety of
fossil fuel based-, renewable-, and storage technologies can be
modelled. Furthermore, the possibility of simulating operation ac-
cording to both existing and potential future market conditions
makes energyPRO a relevant modelling tool for this specific study.
energyPRO also has strong sector integration properties, highly
relevant when investigating the potential for increased coupling of
electricity and heating sectors. Finally, energyPRO is a proven and
widely applied tool, utilized in many peer-reviewed studies, and is
often the preferred choice for analyses focused on the DH sector.
Examples of this include; modelling of scenarios for heat supply in
a Danish municipality [32], an analysis on the use of booster HPs in
combination with central HPs in DH [33] and simulations of DH
systems in Finland with an increasing share of HPs [34].

The default optimisation principle of energyPRO, and the prin-
ciple applied in this study, is to minimise operational expenditures,
a result of a least-cost prioritisation strategy based on a priority list
method. This is done by calculating a net heat production cost
(NHPC), equal to the short-term marginal production costs for
every production unit for every hour. The production unit with the
lowest NHPC is activated first, followed by the second lowest if the
demand (in this case heat demand) is still not fulfilled. As an
alternative to this economic optimisation, it is possible to apply
custom operation strategies. The energyPRO model in this study
operates on a basis of perfect foresight, meaning that energyPRO is
able to foresee electricity prices and demands for the entire opti-
misation period from the input time series. While this is a limita-
tion of the tool and not entirely in accordance with real-life
scenarios, it is not very different from practical operation where
spot market prices are available 24 h before activating and heat
demand and wind power production can be fairly accurately pre-
dicted due to forecasts.

This study applies hourly calculation steps for a one-year period
(8,760 h) due to the coherence with the spot market data and other
input data such as the electricity production from wind turbines
and electricity consumption in Ringkøbing-Skjern Municipality.
Since the purpose is to investigate the potential for flexible oper-
ation and the resulting integration of local wind power production,
hourly calculation steps for a one year period is deemed sufficient.

2.2. Analytical framework

Analyses of technical and economic nature are conducted with
the purpose of clarifying how the operation of P2H technologies is
altered based on the changing of tariff schemes. For this study,
technical analyses primarily revolve around how the changes in
operation patterns interact with the local wind power production,
while economic analyses relate to the tariff income of the DSO and
TSO, as well as the business economic impact for the DH company.

2.2.1. Temporal operation of P2H technologies
The change in operation and integration of wind power is ana-

lysed through hourly comparisons of the wind power production
relative to electricity consumption. Naturally, it is preferable to
have the P2H technologies operate during hours of excess elec-
tricity production from renewable sources, such as wind power. To
test this, the production hours are divided into two categories;
hours with excess electricity produced by wind power and pro-
duction hours with a deficit of electricity produced by wind power.
For every hour it is determined whether there is an excess or deficit
of electricity produced from wind power relative to the electricity
consumption of Ringkøbing-Skjern Municipality. It is possible to
A. Priyadarshinee et al.
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Heat price¼ Annual operation expenses
Annual heat demand excl: heat loss

(1)

Where.

2.2.4. Recovering grid costs
An overview of tariff expenses, paid by the DH plant based on

the electricity consumption of the P2H technologies to the DSO and
TSO is also included. The total tariff expense is relevant to consider
since the DSO and TSO will need to recover the cost of maintaining
the electricity grid, and any potential deficits must be recovered
elsewhere through other payment mechanisms. As the tariff rates
are supposed to be cost-reflective as mentioned in Section 1, the
current total tariff payment can be considered as a form of break-
even point.

2.3. System details

Ringkøbing DH plant is split into three locations; Ringkøbing
plant, Rindum plant, and two solar heating fields located close to
each other and to the Rindum plant. This has no influence on the
energyPRO model, since in reality the heat distribution grid allows
heat to be transported between the different sites. From Fig. 1 it can
be seen that Ringkøbing DH plant includes various different tech-
nologies; natural gas boilers, a natural gas CHP engine, an EB, an air
towater HP able to run on either natural gas or electricity, hotwater
storage tanks and solar heating. Furthermore, it can also be seen
that natural gas, electricity and solar energy are the only energy
sources used in the DH plant.

In the energyPRO model, all the different heating technologies
can utilise all three hot water storage tanks, allowing the system to
benefit from periods of low heat demand and low electricity prices

determine incurred changes in operation due to changes to the 
tariff schemes, and whether it is possible to incentivise increased 
production during hours with excess electricity production.

2.2.2. Peak electricity production and export
The high wind power production of Ringkøbing-Skjern Munic-

ipality results in some hours with high peak power productions 
that must be exported, straining the grid. Grid expansions are 
expensive, so redesigned tariff schemes should preferably mitigate 
these peaks and reduce the export of electricity. To assess tariff 
schemes’ influence on-peak hours, an assessment of how the most 
problematic peak hour is affected is included, in addition to an 
assessment of the 5% peak hours, and a total annual import-export 
balance.

2.2.3. Business economy
To investigate how the business economy of the DH company is 

affected a heat production cost is calculated. The evaluated heat 
price is a marginal heat production cost, meaning that only the 
short-term operational expenses are included, i.e., O&M costs, fuel 
and electricity costs, taxes, and tariffs. Long-term expenses such as 
investment costs are not included since no new investments are 
included for this study and such long-term expenses do not 
generally influence the operation strategy of the system. The simple 
approach for the heat price calculation is seen in Equation (1).
Heat price [EUR/MWh]

Annual operation expenses [EUR]
Annual heat demand excl. heat loss [MWh]

Fexible Power-to-Heat Operation... 323
due to high VRE production to store heat for later use. The model
does not include any requirements on minimum or maximum
yearly operation hours. This means that the system is free to supply
the heat demand based on what combination of technologies is
found to be cheapest, according to the hourly prioritisation prin-
ciple in energyPRO and the technologies NHPC. Furthermore it is
seen how the only electricity market included in the energyPRO
model is the spot market which is connected to the P2H technol-
ogies and the CHP unit; further details on the assumed hourly
electricity prices are included in Section 2.5. Finally, it can be seen
that there is also an annual heat demandwhichmust bemet and an
annual heat loss, due to heat loss in the DH pipes connecting the DH
plant to the heat consumers.
2.4. Technical- and economic parameters

In Table 1 the installed technologies along with corresponding
technical and economic parameters can be seen.

In Table 1 the O&M costs are classified as fixed and variable,
where fixed O&M costs are annual costs independent of produc-
tion, and variable O&M depend on the total production (i.e. uti-
lisation of the technology). In addition to the O&Mcosts included in
Table 1, further economic assumptions include the taxes, tariffs, and
CO2 quota costs; these can be seen in Appendix 1. Furthermore, the
natural gas CHP plant produces electricity which is assumed to be
sold at the spot market price (see Fig. 3). The revenue generated
from the sale of electricity is subtracted from the annual opera-
tional expenditures.

The EB installed in Ringkøbing DH is of 12 MW capacity and is
capable of regulating within a few seconds. The efficiency of EBs
range from 98% to 100% [36] due to the losses being resistive, and
therefore heat-producing as well. For the purpose of the modelling
in this study, the efficiency is assumed to be 100%. One thing to note
is that an EB converts a high-quality energy resource (electricity) to
a low-quality energy resource (heat). This is important to keep in
mind when considering the efficiency since compared to for
example a HP, the efficiency is quite low. The EB is mainly used as a
peak load unit during hours with very low electricity prices, the
current flat-rate grid tariffs are therefore typically a significant part
of the operational expenditures.

The HP installed in Ringkøbing DH plant is an air to water HP
capable of being powered by either natural gas or electricity,
depending on which energy source is cheaper. For this study, it is
assumed that the HP can freely operate on either natural gas or
electricity, depending on the current NHPC. Table 2 provides an
overview of how the efficiency and heat production varies ac-
cording to the ambient temperature for both the natural gas and
electric operation mode for the HP assuming a forward tempera-
ture of 70 �C. The data in Table 2 is used to model the heat pump in
energyPRO and ensure that the efficiency and production correlate
to the ambient air temperature as specified by the manufacturer.

To model the HP in the energyPRO model, two production units
are modelled, one powered by natural gas and the other powered
by electricity. The operation of the two units is restricted to one unit
at a time. Microsoft Excel is used to produce time series for the heat
output and fuel consumption since these vary throughout the year
depending on the ambient temperature due to the nature of it
being an air to water HP. The data from Table 2 is used to construct
these time series for every hour of the year using linear interpo-
lation and the hourly ambient temperature data described in Sec-
tion 2.5. The output, in the form of heat production, is a system
output, meaning that energy consumption for defrosting and air-
coolers is included, explaining why the heat production is higher
at higher temperatures.
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Fig. 1. Graphical overview of Ringkøbing DH plant as modelled in EnergyPRO.

Table 1
Key technical and economic parameters. Sizes and efficiencies are based on information from the DH plant. O&M costs are based on estimates from the Danish Energy Agency
[36].

Technology Size Efficiency Fixed O&M Variable O&M

Natural gas boilers 36.5 MW 102.25% 2,000 EUR/MW/y 1.10 EUR/MWh
Natural gas CHP 10.5 MWth 52%th and 43.6%e 10,000 EUR/MW/y 5.38 EUR/MWh
HP: Natural gas operation 4.29 MW 219% 10,000 EUR/MWe/ya 7.99 EUR/MWh
HP: Electricity operation 3.28 MW 374% 2,000 EUR/MWth/y 3.29 EUR/MWh
EB 12 MW 100% 1,100 EUR/MW/y 0.80 EUR/MWh
Solar heating 30,000 m2 b e e

Heat storage 401.27 MWh c e e

a Based on axle power delivered to HP.
b Based on solar radiation, ambient temperature, and solar collector efficiency parameters [35].
c Based on top/bottom temperatures, height, insulation thickness, thermal conductivity, and ambient temperature [35].
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2.5. Input time series

Critical input data to the model include the wind power pro-
duction of the municipality, the electricity spot market prices, and
the heat demand. All of these are included as 8,760 hourly values,
thus enabling the temporal comparisons essential to the study of
flexibility. How these are included will be elaborated in the
following. The included time series are all from 2018 as this is the
Fexible Power-to-Heat Operation... 324
most recent year with complete data sets available for all the
needed inputs, at the time of this study. Time series on external
conditions (ambient temperature and solar radiation) are also
included in the model, used to determine the hourly heat demand
and heat production from the solar heating fields respectively. Both
originate from the Design Reference Year data made by the Danish
Meteorological Institute [38]; these will however not be described
in further details within this study.
A. Priyadarshinee et al.



Hybrid natural gas and electricity HP (electricity operation)

COP 3.02 3.09 3.16 3.24 3.32 3.41 3.49 3.59 3.74 3.89 4.00 4.12 4.24 4.36 4.49
Production [MW] 1.85 1.99 2.14 2.29 2.47 2.63 2.80 2.99 3.28 3.58 3.79 4.01 4.24 4.47 4.47
Temperature [�C] �10 �8 �6 �4 �2 0 2 4 7 10 12 14 16 18 20

Hybrid natural gas and electricity HP (natural gas operation)

COP 1.90 1.93 1.95 1.98 2.01 2.05 2.08 2.13 2.19 2.27 2.32 2.38 2.44 2.5 2.57
Production [MW] 2.60 2.77 2.96 3.15 3.34 3.54 3.75 3.96 4.29 4.63 4.87 5.11 5.36 5.61 5.6
Temperature [�C] �10 �8 �6 �4 �2 0 2 4 7 10 12 14 16 18 20

Fig. 2. Hourly wind power production in Ringkøbing-Skjern Municipality 2018. The
red line is the corresponding duration curve. Data supplied by the Danish TSO Ener-
ginet. (For interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

Fig. 3. Electricity spot market prices for Western Denmark (DK1) 2018; hourly values
in blue and duration curve in red. Data available online [39]. (For interpretation of the
references to colour in this figure legend, the reader is referred to the Web version of
this article.)

Fig. 4. Heat demand; hourly values and duration curve.

Fig. 5. Electricity demand for Ringkøbing-Skjern Municipality; hourly values and
duration curve.

Table 2
Coefficient of performance (COP) and heat production for the HP when operating based on electricity and natural gas respectively [37].
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2.5.1. Wind power production
From Fig. 2 it can be seen that the wind power production

fluctuates throughout the year. The energyPRO model does not as
such take into account the wind power production when simu-
lating the system, which is based solely on a NHPC principle as
described previously. Thus, to assess whether the changes to the
grid tariffs result in increased utilisation of local wind energy, the
hourly simulation output from energyPRO is compared to this wind
power data in an Excel spreadsheet model.

2.5.2. Electricity spot market prices
The electricity spot market price seen in Fig. 3 is a critical input

to the model because of the direct correlation to the NHPC and thus
technology prioritisation. The average spot market price in 2018
was 43.9 EUR/MWh; higher than the average spot market price for
2000e2018 of 34.5 EUR/MWh, before adjusting for inflation.

2.5.3. Heat demand
The annual heat demand for Ringkøbing DH in 2018 was

89,444 MWh, excl. heat losses. This annual demand is distributed
hourly using the degree-day method [35] based on the hourly
ambient temperature, a temperature-dependent share of 70% for
space heating, and a 30% temperature-independent share for hot
water. It is assumed there is no demand for space heating during
the summer months (June, July, August). The resulting time series
can be seen in Fig. 4. In addition to the heat demand in Fig. 4, a heat
loss of 27.7% is included in the model.

2.5.4. Electricity demand
The electricity demand shown in Fig. 5 is the demand of the

entire municipality and is as such not needed for the energyPRO
simulations of Ringkøbing DH plant. It is instead used to correlate
the electricity consumption to the VRE production, and thus assess
whether the changes to the grid tariffs enable increased local
integration of VRE.
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3. Investigated tariff schemes

This section presents the three tariff structures investigated
(Table 3) and outlines how these could be a source of flexibility.

Re-designing tariff schemes will, almost inevitably, result in
discussions on whether electricity grid tariffs are suitable as a
A. Priyadarshinee et al.



Table 4
Tested flat tariff rates. 0% constitute the tariff rates for Ringkøbing DH company in
2019.

Transmission System Distribution Sum

Reduction [EUR/MWh] [EUR/MWh] [EUR/MWh] [EUR/MWh]

flexibility enhancing mechanism, or whether e.g. market-based 
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incentives should have this role. While this is an important and 
relevant discussion, this study assumes that the role and purpose of 
electricity grid tariffs can be extended to include grid flexibility and 
that they can thus be designed accordingly.
0% 5.9 4.8 5.2 15.9
40% 3.5 2.9 3.1 9.5

Fig. 6. TOU tariff scheme illustrated.

3.1. Flat rate tariff
For the flat-rate tariff structure (FRT), the tariff structure does 
not as such change from the existing tariff structure; payment is 
still dependent on the total electricity consumption without 
considering the time of consumption. A decrease in tariff payment 
would, however, lower the threshold for when the operation of 
EBs/HPs is feasible and could thus increase P2H utilisation. It can be 
argued that since neither electric HPs nor EBs are critical heat 
production units in the Danish energy system, an agreement 
ensuring flexibility in which the DSO/TSO is allowed to disconnect 
at will could be made, with a lower tariff rate to compensate for 
this option. The Danish TSO is working towards implementing such 
a principle as evident from the public hearing announced by Ener-
ginet in December 2019 [40]. Operation of P2H units would 
become more feasible at low electricity prices, where the fixed 
tariffs currently make up a significant portion of the operational 
costs, thus potentially increasing VRE integration and energy 
system flexibility.

A flat tariff reduction of 40% is tested for transmission-, system-
and distribution tariffs in the model (Table 4). A 40% reduction is 
chosen because this closely resembles the decrease in tariff rate for 
the low price period in DSO areas where time-varying tariff rates 
have been implemented already, as described in Section 1. A flat-
rate reduction of 40% is, therefore, a way to test the extent to which 
flexibility could be obtained from a very straightforward change 
where the low tariff rate is simply applied to all hours.
3.2. Time-of-use tariff
Fixed time-of-use (TOU) tariffs are becoming popular to 
implement by the various DSOs, and as previously mentioned in 
Section 1, fixed TOU tariffs have already to some extent been 
implemented in Denmark by the DSOs Radius, Konstant, and Cer-
ius. For this study, the applied TOU tariff scheme is developed 
based on the average spot price fluctuations in West Denmark in 
2018. This results in an average daily profile with higher prices 
during the peak morning and afternoon periods, and lower prices 
during the night, which is reflected in the tariff structure through 
low-, high-and peak load tariff rates. A schematic of the tested TOU 
scheme can be seen in Fig. 6.

The distribution tariff rates are based on the tariff rates imple-
mented by the DSO Radius where TOU tariff rates were imple-
mented in 2018. There are no existing experiences with also 
changing the tariffs to the TSO, therefore for this study, it is 
assumed that the TSO tariffs will vary in a similar pattern. This is 
done by increasing and decreasing the tariff rates by 50% for the 
low load and peak load hours respectively since this closely 
resembles the level of fluctuations implemented in the distribution 
tariff.
Tariff scheme Abbreviation Description

Flat-rate-tariff FRT A flat volumetric tariff rate. Payment is based o
Time-of-use tariffs TOU A fixed temporal time structure is applied, mak
Dynamic tariffs Dyn Tariff rates fluctuate dynamically on an hour-to

Table 3
Tariff schemes tested in simulations.
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3.3. Dynamic tariff

Dynamic tariffs are, as opposed to fixed TOU tariffs, not based on
a fixed time scheme. Such a structure could prove to be well-suited
for future RE systemswith uncertain VRE production and electricity
prices. However, a dynamic tariff scheme is also significantly more
complicated than a fixed TOU tariff scheme and relies on more
sophisticated control mechanisms and automation on both con-
sumption and production side. DH companies are generally familiar
with adjusting their production according to price signals such as
spot prices, which would make the introduction of dynamic tariffs
easier here than in residential areas where knowledge, awareness,
and ability to adjust electricity demand accordingly is likely lower.

In this study, dynamic tariff rates are generated as a function of
the hourly spot price by calculating a percentage of the spot price,
meaning that tariff rates will increase as the spot price increases
and vice versa. This should, in theory, provide a greater incentive to
utilise VRE since tariff rates are expected to be low during hours of
high VRE production while aligning the price signals from spot
prices and tariffs. This enables DH plants to place cost-reflective
bids on the spot market. Such an approach would arguably also
to a higher extent reflect the low marginal costs of supplying
electricity when excess electricity is available and should reflect the
high cost of supplying during peak load hours. In Fig. 7 the dynamic
tariff scheme is illustrated through a duration curve, showing how
the tariff rate varies depending on the hourly electricity price in
2018.

A spot price dependant tariff rate of 30% is chosen for this study.
This is a combined total for all tariffs and is then separated into
transmission-, system- and distribution tariffs based on the
respective current share of each individual tariff. The tariff is
designed so that the tariff rate cannot decrease below 0 EUR/MWh,
n the total electricity consumption.
ing electricity consumption more expensive during typical peak load hours.
-hour basis as a function of the spot market price.
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Fig. 7. Dynamic tariff scheme illustrated.

Table 5
Export of wind power relative to tariff scheme scenario.

Ref FRT 40% TOU Dyn 30%

Max export [MW] �386.0 �385.2 �386.0 �384.5
Export [MWh] 513,810 �2,418 �1,140 �3,349
Top 5% export [MWh] 136,761 �330 62 �374
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even if the spot price becomes negative. At a tariff rate of 30%, the
tariff payment during hours of average electricity prices will
resemble the reference tariff rates. The fluctuations will, however,
be largely due to the nature of the electricity price dependency.
4. Results

The following section presents the results of the energyPRO
model and the ensuing Excel data analysis, quantifying the effect of
the investigated tariff schemes on the operation of the district
heating plant.
4.1. Operation and integration of VRE

In Fig. 8 it can be seen that the utilisation of the P2H technol-
ogies varies depending on the applied tariff scheme. The highest
utilisation is found for the Dyn tariff scheme, followed by the FRT
tariff scheme. Especially the EB is utilized more in the Dyn tariff
scheme compared to the Reference, FRTand TOU scenarios. This is a
result of the low tariff rates during hours with low spot prices
where EB operation is most relevant. However, depending on the
individual perspective on flexibility and electricity consumption,
this could be considered both a strength and aweakness of the Dyn
tariff scheme.

As previously described, the wind power production in Ring-
købing-Skjern Municipality is at times very high, necessitating
large grid capacity, at the expense of the DSO. Table 5 presents a
comparison of how the different tariff schemes influence the peak
excess wind production. This is a result of the difference between
the wind power production and the electricity consumption of the
municipality, combined with the consumption of the EB and the
electric HP at Ringkøbing DH plant.

The TOU tariff scheme fails to decrease the maximum exported
capacity compared to the Reference scenario (Table 5). The FRT
tariff scheme and the Dyn tariff scheme is able to obtain a minor
Fig. 8. Assessment of production hours and temporal distribution relative to local
wind power production.
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reduction due to operation of the electric HP. The reason for this is
that while the wind power production for the specific peak hour
was very high, the spot price was not low enough to incentivise
operation of the EB.

All three tariff schemes reduce the annual exported electricity,
with the largest reduction coming from the Dyn tariff scheme,
followed by the FRT tariff scheme, and finally the TOU tariff scheme
with the smallest change. Looking at the hours where the top 5% of
the electricity is being exported, the TOU tariff scheme actually
increases the need for electricity export during the most critical
hours, which is an undesired effect. This indicates that the fixed
nature of the TOU structure does not always correspond to the
fluctuations from the wind and electricity consumption.
4.2. Tariff expense

The total annual tariff expense varies for the different tariff
schemes, however, most significantly for the EB. An interesting
observation is that despite the FRT tariff scheme having the lowest
average tariff cost throughout the year, the annual tariff payment
for the EB is the highest, excluding the Reference scenario (Table 6).
The explanation is that during the hours where the EB is actually in
operation, the tariff is lower, which is especially true for the Dyn
tariff scheme. The most radical change in the annual tariff expenses
is for the Dyn tariff scheme, where the decrease in the annual tariff
payment for the EB and for the electric HP is much lower than for
the other tariff schemes and for the Reference scenario.

A reduced income for the TSO and DSO is potentially problem-
atic for sustaining the electricity grid, therefore a redesigned tariff
scheme may need to be supplemented with other financial mech-
anisms to recover the costs; e.g. a larger fixed payment component.
A fixed component would not influence the short term marginal
costs and the resulting operation of P2H technologies; the design of
such a mechanism is however beyond the scope of this study.
4.3. Temporal distribution of production

From Fig. 9 and Fig. 10 it can be seen how the operation of both
the electric HP and the EB varies throughout the day, prioritising
times when the hourly spot prices are low; often during the night.
In fact, all three redesigned tariff schemes increase the average
production during the night for both the HP and EB. The TOU tariff
scheme most substantially reduces the production during the
morning and evening peak periods, indicating that the tariff
scheme is working as intended with regards to incentivising
operation outside of these periods.
Table 6
Heat production cost and annual tariff expenses for EB and HP.

Ref FRT 40% TOU Dyn 30%

Heat production cost [EUR/MWh] 55 54.8 54.9 54.5
Tariff expense (HP) [EUR/year] 10,171 11,729 10,159 8,027
Tariff expense (EB) [EUR/year] 62,933 55,210 51,269 24,759

Note: Heat production costs shown are short-term marginal heat production costs.

A. Priyadarshinee et al.



Fig. 9. Daily average production profile (heat pump).

Fig. 10. Daily average production profile (electric boiler).
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4.4. Excluding the hybrid natural gas HP

To evaluate how the system operates with a traditional electrical
HP, the natural gas component is removed from the model, since
this more closely resembles traditional DH plants with electrical
HPs.

Removing the natural gas component of the HP takes away a
significant portion of the annual production, in addition to
removing a low-cost alternative to operation during hours of high
electricity prices. This removes most of the flexibility of the elec-
trical HP, since now the electrical HP will have the lowest NHPC
almost regardless of electricity price and tariff rate, and the price
incentives obtained from the tariff schemes are no longer sufficient
mechanisms to incentivise flexible operation, resulting in a large
number of operating hours for the electrical HP (Table 7).

There are no significant changes to the operation of the EB apart
from minor changes to the total annual production hours, ranging
from a 1-h decrease to an 18-h increase depending on the tariff
scheme. This is mostly because the EB rarely directly competes with
Table 7
Comparison of model results where the natural gas HP part is excluded.

Original model

Ref FRT 100% FRT 40% TO

EB: Annual production hours [h] 331 1,376 485 40
- Excess electricity [h] 314 1,109 445 37
- Deficit electricity [h] 17 267 40 32
HP: Annual production hours [h] 733 3,746 1,422 1,0
- Excess electricity [h] 651 2,596 1,137 88
- Deficit electricity [h] 82 1,150 285 21
P2H share [%] 6 25 9 7
EB: Tariff expense [EUR/year] 62,933 0 55,210 51
HP: Tariff expense [EUR/year] 10,171 0 11,729 10
Heat price [EUR/MWh] 55.0 54.2 54.8 54

Note: Results for the analysis without natural gas HP are shown as the changes relative
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the HP regardless of whether it is running on natural gas or elec-
tricity. Instead, the EB primarily competes with the natural gas
boilers as a peak load unit, and thus removing the natural gas HP
does not influence operation significantly. As a result of the com-
bined changes to the operation of the EB and electrical HP, the P2H
share increases by 18e23%.

The electrical HP operates very differently in a systemwithout a
natural gas HP. In all the tested tariff schemes for this sensitivity
analysis, the electric HPs annual production hours increase by 6,954
- 7,651 h, depending on the scheme. This results in the electric HP
having more than 8,380 annual production hours for each scheme
in the sensitivity analysis. A further observation is that due to the
increase in production hours across the different tariff schemes, the
resulting annual production hours for the electric HP is almost
exactly equal for all the tested tariff schemes. This indicates that the
tariff scheme does not influence the decision of whether or not to
operate the electrical HP, and the tariff schemes do not appear to
incentivise flexible operation of the HP in a system where the
electrical HP operates as a base-load production unit.
5. Discussion and conclusion

The results of this study indicate that increasing P2H flexibility
is feasible within a DH setting through the use of redesigned tariff
schemes, resulting in increased P2H utilisation and local integra-
tion of VRE. In a techno-economic analysis three different tariff
schemes are tested; a flat-rate tariff scheme, a fixed time-of-use
tariff scheme, and a dynamic tariff scheme with hourly variations.
Based on energy system modelling, the influence of these three
tariff schemes on the operation of P2H technologies is tested for
Ringkøbing DH plant in Denmark. Below key findings from the
techno-economic analysis for the three tested tariff schemes can be
seen.
5.1. Flat-rate tariff scheme

� Increases annual production hours by 47% for the EB, while
decreasing the annual tariff expense by 12%.

� Increases annual production hours by 94% for the electric HP,
while increasing the annual tariff expense by 15%.
5.2. Time of use tariff scheme

� Increases annual production hours by 22% for the EB, while
decreasing the annual tariff expense by 19%.

� Increases annual production hours by 49% for the electric HP,
while decreasing the annual tariff expense by 0.1%.
Without natural gas HP

U Dyn 30% Ref FRT 40% TOU Dyn 30%

3 562 7 13 17 17
1 512 7 11 18 13

49 e 2 �1 4
93 1,430 7,651 6,966 7,294 6,954
1 1,151 4,413 3,929 4,170 3,912
2 279 3,238 3,037 3,123 3,041

13 23 21 22 18
,269 24,759 1,242 1,520 2,142 1,111
,159 8,027 107,127 58,716 113,279 88,580
.9 54.4 24 19 24 22

to the results of the original model.
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5.3. Dynamic tariff scheme

� Increases annual production hours by 69% for the EB, while
decreasing the annual tariff expense by 61%.

� Increases annual production hours by 95% for the electric HP,
while decreasing the annual tariff expense by 21%.

The dynamic tariff scheme resulted in the most significant in-
crease in production hours, alongside significant decreases in tariff
income for the DSO/TSO. This effect will have to be negated else-
where to recover sufficient income to maintain the electricity grid.
As an immediate alternative to very complex tariff schemes, a
reduced flat-rate tariff of 40% resulted in a very similar level of
operation hours and flexibility provided by the EB. The effect of
fixed TOU tariffs proved to be more limited on both P2H operation
and tariff income to the DSO/TSO. It could, however, function as a
suitable first step in the transition towards flexible tariff schemes
due to ease of implementation and low-risk change to grid opera-
tors. The potential for flexible operation of the electrical HP relies
on the presence of the hybrid natural gas HP as a low-cost alter-
native, since without it the price signal provided by electricity grid
tariffs proved to be insufficient to influence the operation of the
electric HP. There are therefore no clear flexibility benefits to
reducing the tariff rate for HPs in such a situation since flexible
behaviour cannot be expected, and it would likely be more relevant
to move towards technology-specific tariff schemes.

This study has only investigated tariff changes in the context of a
DH plant, but other consumers, both large- and small-scale e.g.
industries or private households, likely have very different con-
sumption patterns. Therefore, the results of this study are likely
unable to be transferred directly to other electricity consumers,
where additional adaptations could be necessary to achieve the
desired changes. All three tariff schemes investigated in this study
(flat-rate, TOU, dynamic), could be further differentiated in the
Table 8
Overview of assumed operating expenditures.

Operating expenditures

Fuel costs
Natural gas 0.27 EUR/Nm3

Taxes and tariffs
Natural gas boilers
Energy tax 22.31 EUR/MWh
CO2 tax 6.65 EUR/MWh
NOx tax 0.00 EUR/Nm3

Natural gas CHP
Energy tax (Heat production only) 0.29 EUR/Nm3

CO2 tax (Heat production only) 0.05 EUR/Nm3

NOx tax 0.00 EUR/Nm3

Methane tax 0.01 EUR/Nm3

Feed-in tariff 0.40 EUR/MWh
Electric boiler
Electricity tax 28.92 EUR/MWh
Transmission tariff 5.89 EUR/MWh
System tariff 4.82 EUR/MWh
Distribution tariff 5.17 EUR/MWh
Heat pump (electricity)
Electricity tax 34.67 EUR/MWh
Transmission tariff 5.89 EUR/MWh
System tariff 4.82 EUR/MWh
Distribution tariff 5.17 EUR/MWh
Heat pump (natural gas)
Energy tax 0.29 EUR/Nm3

CO2 tax 0.05 EUR/Nm3

NOx tax 0.00 EUR/Nm3

Natural gas costs (all units)
Transmission costs 0.04 EUR/Nm3

CO2 quotas 26.77 EUR/ton CO2
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future if needed. Such differentiations could include differences in 
tariff rates for different technologies, consumer types, locations, or 
local grid congestion levels. As an example, areas primarily with 
vacation houses (or otherwise seasonal demands) may require one 
scheme, while areas with solely permanent housing would require 
a different scheme. TOU tariff schemes could become increasingly 
complex following some of the previously mentioned differentia-
tion possibilities, which could perhaps to some extent increase the 
correlation between VRE production and electricity consumption. 
However, the nature of TOU schemes and the fixed structure will 
inevitably limit the potential for flexibility as electricity demand, 
VRE production, and thus grid strains, become increasingly difficult 
to predict. Peaks are expected to occur as the wind blows, and ac-
counting for this with a system based on either a fixed tariff or a 
predetermined scheme will be difficult.

The dynamic tariff scheme considered for this study is based on 
the electricity spot price, a simple approach, which DH companies 
would likely find relatively simple to implement. A challenge with 
such a scheme is how adjustments in the average price from one 
year to another would be determine, e.g., if the average spot price 
increases or decreases significantly from one year to another, 
should the dynamic tariff rate also increase or decrease? And how 
would this work in a real-life scenario, since for this study, the spot 
prices for the entire year are known in advance and an appropriate 
tariff rate can be designed accordingly. However, choosing a correct 
tariff rate will be more challenging without the luxury of perfect 
foresight of the spot prices for a whole year.

Future research should be pursued with regards to how tech-
nologies, industries and sectors beyond the DH sector are expected 
to respond to changes to the electricity grid tariff scheme. System-
wide analysis and modelling, optimally encompassing a multitude 
of energy sectors, should also be conducted in addition to case-
oriented methodologies such as the approach applied in this 
study. Future discussions on tariff schemes should aim to clarify the 
role of electricity grid tariffs in energy systems, and the extent to 
which flexibility should be incorporated as a desirable mechanism.
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A Bi-objective AHP-MINLP-GA approach for Flexible Alternative Supplier 
Selection amid the COVID-19 Pandemic

A R T I C L E  I N F O
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Analytic hierarchy process 
Multiple criteria decision making, Consistency 
Subjudgment matrix 
Bi-objective 

A B S T R A C T

A decision maker may hold multiple viewpoints regarding the relative priorities of criteria simultaneously, but 
this has rarely been considered in past studies. Therefore, this study proposes a bi-objective analytic hierarchy 
process (AHP)–mixed integer nonlinear programming (MINLP)–genetic algorithm (GA) approach. First, AHP is 
applied to decompose the decision maker’s judgment matrix into several sub-judgment matrices. Each sub- 
judgment matrix represents a single viewpoint and generates a priority set. To generate diversified priority 
sets, a bi-objective MINLP problem is solved using a GA, and multiple alternatives can be selected based on these 
priority sets. The proposed approach has been applied to the real case of choosing diversified alternative sup-
pliers amid the COVID-19 pandemic to assess its effectiveness. Several existing methods were also applied to this 
case for comparison. Experimental results showed that only the proposed approach was able to diversify the 
recommended alternative suppliers that were simultaneously optimal, thereby enhancing decision-making 
flexibility. In addition, the application of GA increased the solution efficiency by up to 75%.   

1. Introduction

The analytic hierarchy process (AHP) is widely used in multicriteria
decision making (MCDM) to derive the weights (or priorities) of criteria 
[1,2,3,4,5]. AHP can be extended to analytic network process to directly 
compare the overall performances of alternatives by considering the 
dependencies between criteria, criteria and alternatives, and/or alter-
natives [6,7]. 

Recent AHP research and applications have leveraged the advances 
in information, automation, and communication technologies, thereby 
developing several innovative applications. AHP and fuzzy AHP (FAHP) 
have been applied extensively to identify critical factors governing the 
success or sustainability of technology applications [8], including 
groundwater exploitation [9], wind farm siting [10], and aircraft 
fabrication using three-dimensional printing [11]. Group 
decision-making AHP is the most prevalent approach to prevent per-
sonal bias from a single decision maker (DM) skewing the analysis (e.g. 
[12,13]). Ho and Ma [14] showed that combining AHP and fuzzy logic 
has become the most popular AHP research direction [15]. However, 
Saaty [16] questioned whether fuzzy logic was helpful to improve AHP. 
Nevertheless, increasingly complex fuzzy sets have been applied to 

construct fuzzy judgment matrices [17], including intuitionistic fuzzy 
sets [18], hesitant fuzzy sets [19], neutrosophic sets [20], and Pythag-
orean fuzzy numbers [21]. The reasons for applying these types of fuzzy 
numbers are similar among scholars, but several studies have argued the 
possible overexploitation of AHP and FAHP. 

AHP assumes that a DM can make pairwise comparisons of criteria 
that satisfy the multiplication requirement. However, this assumption is 
impractical because the DM may hold various viewpoints simulta-
neously [22,23]. Since pairwise comparison results are not identical 
from different perspectives, this leads to inconsistent results, reducing 
the credibility of an AHP analysis. Therefore, several studies proposed 
modified methods to measure consistency [24,25,26]. Others derived 
priorities using alternative methods [27,28]. However, these treatments 
change AHP rules, which is somewhat controversial. In contrast, the 
present study addresses this problem without changing AHP rules by 
observing the pairwise comparison process. 

This study proposes a bi-objective AHP–mixed integer nonlinear 
programming (MINLP)–genetic algorithm (GA) approach to address the 
inconsistency of pairwise comparison results. Existing AHP methods 
usually employ a single objective function: minimizing the difference 
between the derived priorities and pairwise comparison results. In 
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(1) The proposed methodology attempts to discover the diverse
viewpoints of a decision maker, which has rarely been investi-
gated in the past. In contrast, recent studies on diversified
decision-making have focused on problems in which decision
makers adopted different sets of criteria to evaluate the perfor-
mances of alternatives [30–32]. Obviously, the nature of these
two types of methods are different.

(2) Diversification is the basic requirement of clustering methods
[33,34,35]. However, the problem discussed in this study is an
evaluation or ranking problem, not a clustering problem. In
addition, in a clustering problem, each diversified cluster con-
tains many objects. In contrast, in this study, each diversified
choice is unique.

The remainder of this paper is organized as follows. Section 2 re-
views conventional AHP methods and introduces the proposed bi- 
objective AHP-MINLP-GA approach. Section 3 applies the proposed 
approach to a real case of choosing diversified alternative suppliers amid 
the COVID-19 pandemic to assess its effectiveness. Several existing 
methods are also compared. Section 4 applies the proposed methodol-
ogy to another case to elaborate its effectiveness. Section 5 summarizes 
and concludes this paper, and suggests possible topics for future studies. 

2. The Proposed Methodology

2.1. AHP

AHP compares the relative priorities of factors using linguistic terms, 
such as “as equal as,” “weakly more important than,” “strongly more 
important than,” “very strongly more important than,” and “absolutely 
more important than.” These linguistic terms are usually mapped to 
integers within [1, 9], 

L1: “As equal as” = 1 
L2: “Weakly more important than” = 3 
L3: “Strongly more important than” = 5 
L4: “Very strongly more important than” = 7 
L5: “Absolutely more important than” = 9 
2, 4, 6, and 8 can also be selected if the relative priority lies between 

two successive linguistic terms. 
A judgment matrix is constructed from pairwise comparison results 

as 

An×n =
[
aij
]

(1)  

where i, j = 1 – n; 

aij =

⎧
⎪⎨

⎪⎩

1 if i = j
1
aji

otherwise
(2)  

is the relative priority of factor i over factor j; aij is a positive comparison 

if aij ≥ 1. Eigenvalues and eigenvectors of A (λ and x, respectively) 
satisfy 

det(A − λI) = 0 (3)  

and 

(A − λI)x = 0 (4) 

The maximum eigenvalue and the priority of each factor are 

λmax = max
i

λi (5)  

and 

wi =
xi
∑n

j=1
xj

, (6)  

respectively. The consistency of pairwise comparison results can be 
evaluated using indices 

Consistency inder : CI =
λmax − n

n − 1
(7)  

Consistency ratio :CR =
CI
RI

(8)  

where RI is the random consistency index (Satty, 1980), as shown in 
Table 1. CR needs to be smaller than 0.1 for a small AHP problem and 0.3 
for a larger problem [36,37]. 

Theorem 1. 

RI ≅ 0.0053n3 − 0.1273n2 + 1.051n − 1.6125∀ 2 ≤ n ≤ 10 (9)  

The geometric mean can be employed to estimate the values of pri-
orities as [38] 

wi =

n
̅̅̅̅̅̅̅̅̅̅̅̅̅
∏n

j=1
a∞

ij

√

∑n

m=1
n
̅̅̅̅̅̅̅̅̅̅̅̅̅
∏n

j=1
a∞

mj

√ (10)  

and hence the maximal eigenvalue is derived as 

λmax ≅
1
n

∑n

i=1

⎛

⎜
⎜
⎝

∑n

j=1

(
aijwj

)

wi

⎞

⎟
⎟
⎠ (11)  

Substituting Equations (9) and (11) into (8), 

CR(A) ≅

1
n

∑n

i=1

⎛

⎜
⎜
⎝

∑n

j=1
(aijwj)

wi

⎞

⎟
⎟
⎠ − n

(n − 1)(0.0053n3 − 0.1273n2 + 1.051n − 1.6125)
(12) 

Table 1 
Random consistency index.  

N RI 
1 0.00 
2 0.00 
3 0.58 
4 0.90 
5 1.12 
6 1.24 
7 1.32 
8 1.41 
9 1.45 
10 1.49  

contrast, the proposed approach decomposes a judgment matrix into 
several sub-judgment matrices, each representing a single DM view-
point. In this way, multiple priority sets can be derived to select multiple 
alternatives, thereby increasing the flexibility of decision making. All 
alternatives are optimal but correspond to different viewpoints, which 
provides flexibility and is distinct from the prevalent top-k policy [29]. 
The proposed approach also differs from existing group decision-making 
AHP methods that aggregate multiple judgment matrices into a single 
matrix. Sub-judgment matrices remain diverse since they represent 
different viewpoints, but they have higher consistency than the original 
judgment matrix because only one viewpoint is considered at a time. 
These considerations lead to the formulation of a bi-objective MINLP 
problem that is solved using a GA to decompose the judgment matrix. 
The novelty of the proposed methodology resides in the following:  
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Step 1. Construct the judgment matrix. 
Step 2. Evaluate the consistency of the judgment matrix in terms of 
CR. 
Step 3. If the consistency is sufficiently high (i.e., CR < 0.1), proceed 
to Step 10; otherwise, proceed to Step 4. 
Step 4. Construct the bi-objective MINLP model to decompose the 
judgment matrix into several sub-judgment matrices. 
Step 5. If a compromise can be made between the two objective 
functions, proceed to Step 6; otherwise, proceed to Step 8. 
Step 6. Convert the bi-objective MINLP model into a single-objective 
MINLP model. 
Step 7. Apply a GA algorithm to solve the single-objective MINLP 
problem. 
Step 8. Derive the priorities of criteria from each sub-judgment (or 
judgment) matrix. 

2.3. The bi-objective MINLP model 

The proposed bi-objective AHP-MINLP-GA approach decomposes a 
judgment matrix A into several sub-judgment matrices {A(k)| k = 1 ~ K} 
using the arithmetic average operator, 

A :=

∑K

k=1
A(k)

K
(13)  

hence 

aij =

∑K

k=1
aij(k)

K
∀ aij > 1 (14)  

for each positive pairwise comparison, i.e., ∀ aij > 1. 
The relationship between negative pairwise comparisons will be a 

harmonic mean, as demonstrated by the following theorem. 

Theorem 2. 

aji =
K

∑K

k=1

1
aji(k)

(15)  

where ∀ aij > 1. 

Proof. 

aji =
1
aij

=
1

∑K

k=1
aij(k)

K

=
1

∑K

k=1

1
aji(k)
K

=
K

∑K

k=1

1
aji(k)

(16)  

Theorem 2. is proved. 

All sub-judgment matrices satisfy the basic requirements of a judg-
ment matrix 

det(A(k) − λ(k)I) = 0 (17) 

Fig. 1. Decomposition of a judgment matrix.  

2.2. Proposed bi-objective AHP-MINLP-GA approach 

This study proposes a bi-objective AHP-MINLP-GA approach to 
decompose a judgment matrix into several sub-judgment matrices, each 
representing a unique viewpoint regarding the relative priorities of 
criteria, as shown in Fig. 1. Different priority sets can be generated from 
these viewpoints and used to select different alternatives that are 
simultaneously optimal. These viewpoints should be as diverse as 
possible and each sub-judgment matrix is expected to be more consistent 
than the original judgment matrix, resulting in a bi-objective problem. 

Fig. 2 shows the proposed bi-objective AHP-MINLP-GA approach, 
which is composed of the following steps. 
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and 

(A(k) − λ(k)I)x(k) = 0 (18) 

A DM usually holds multiple viewpoints regarding the relative pri-
orities of factors, which may conflict with each other, causing incon-
sistent pairwise comparison results. However, each sub-judgment matrix 
represents a single viewpoint held by the DM, and hence each sub- 
judgment matrix is expected to be more consistent than the original 
judgment matrix, i.e., 

CR(A(k)) ≤ CR(A); k = 1 ∼ K (19) 

Therefore, the proposed approach first optimizes the average 
improvement in CR, 

Max Z1 =
1
K

∑K

k=1
(CR(A) − CR(A(k)) (20) 

The number of possible combinations of sub-judgment matrixes is 
large, and each sub-judgment matrix should be sufficiently far from each 
other to maximize viewpoint diversity. Therefore, the proposed 
approach then maximizes the distance between sub-judgment matrices, 

Max Z2 =
∑K− 1

k=1

∑K

l=k+1
d(A(k), A(l)) (21)  

where d() is the Frobenius distance [39] between two matrices, 

d(A(k), A(l)) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

∑n

j=1

(
aij(k) − aij(l)

)2

√
√
√
√ (22) 

Thus, the bi-objective MINLP model is formulated and optimized to 
decompose the judgment matrix into sub-judgment matrices that are not 
only diverse but also more consistent than the original judgment matrix. 

(Bi-objective MINLP Model I) 

Max Z1 =
1
K
∑K

k=1
(CR(A) − CR(A(k)) (23)  

Max Z2 =
∑K− 1

k=1

∑K

l=k+1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

∑n

j=1

(
aij(k) − aij(l)

)2

√
√
√
√ (24)  

subject to 

aij =

∑K

k=1
aij(k)

K
∀ aij > 1 (25)  

aij(k)aji(k) = 1 (26)  

aii(k) = 1 (27)  

det(A(k) − λ(k)I) = 0 (28)  

CR(A(k)) ≤ CR(A) (29)  

aij(k) ∈ {1, ..., 9} ∀ aij > 1 (30)  

where i, j = 1 – n; k = 1 – K. 
Constraints (26) and (27) are the basic requirements for judgment 

(or sub-judgment) matrices, and the other constraints have been 
explained above. The bi-objective MINLP model must be converted into 
a more tractable form so that it can be more easily solved. 

2.4. Converting the bi-objective MINLP model into a more tractable form 

In the first objective function, CR(A(k)) can be calculated using 
Equation (7) if λ(k) is known, 

CR(A(k)) =
λ(k) − n

(n − 1)(0.0053n3 − 0.1273n2 + 1.051n − 1.6125)
(31) 

The second objective function can be replaced with 

Max Z2 =
∑K− 1

k=1

∑K

l=k+1
dkl (32)  

where 

d2
kl =

∑n

i=1

∑n

j=1

(
aij(k) − aij(l)

)2 (33) 

Applying Constraints (10) and (11) to approximate Constraint (28), 

wi(k) =

n
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∏n

j=1
a∞

ij (k)
√

∑n

m=1
n
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∏n

j=1
a∞

mj(k)
√ (34)  

λ(k) =
1
n
∑n

i=1

⎛

⎜
⎜
⎝

∑n

j=1

(
aij(k)wj(k)

)

wi(k)

⎞

⎟
⎟
⎠ (35) 

Let 

Construct the judgement 
matrix

Convert into a single-
objective NLP model

Evaluate the consistency

Consistency 
high enough?

Yes

No

NoCompromise 
can be made?

Yes

Apply the GA algorithm to 
solve

Construct the bi-NLP model 
to decompose the judgement 

matrix

Derive the priorities of criteria 
from each sub-judgement 

matrix

Fig. 2. Procedure of the bi-objective AHP-MINLP-GA approach.  
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bi(k) = n

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∏n

j=1
a∞

ij (k)

√
√
√
√ (36)  

and 

ωi(k) =

∑n

j=1

(
aij(k)wj(k)

)

wi(k)
(37) 

Then Constraints (34) and (35) can be simplified to 

wi(k)
∑n

m=1
bm(k) = bi(k) (38)  

and 

nλ(k) =
∑n

i=1
ωi(k) (39)  

respectively, and the bi-objective MINLP problem can be expressed as 
follows. 

(Bi-objective MINLP Model II) 

Max Z1 =
1
K
∑K

k=1
(CR(A) − CR(A(k)) (40)  

Max Z2 =
∑K− 1

k=1

∑K

l=k+1
dkl (41)  

subject to 

d2
kl =

∑n

i=1

∑n

j=1

(
aij(k) − aij(l)

)2
; k = 1 ∼ K − 1;

/
= k (42)  

aij =

∑K

k=1
aij(k)

K
∀ aij > 1, i j = 1 ∼ n (43)  

aij(k)aji(k) = 1∀ i, j = 1 ∼ n; k = 1 ∼ K (44)  

aii(k) = 1∀ i = 1 ∼ n; k = 1 ∼ K (45)  

bn
i (k) =

∏n

j=1
a∞

ij (k); i = 1 ∼ n; k = 1 ∼ K (46)  

wi(k)
∑n

m=1
bm(k) = bi(k); i = 1 ∼ n; k = 1 ∼ K (47)  

ωi(k)wi(k) =
∑n

j=1

(
aij(k)wj(k)

)
; i = 1 ∼ n; k = 1 ∼ K (48)  

nλ(k) =
∑n

i=1
ωi(k); k = 1 ∼ K (49)  

CR(A(k)) ≤ CR(A); k = 1 ∼ K (50)  

CR(A(k)) =
λ(k) − n

(n − 1)(0.0053n3 − 0.1273n2 + 1.051n − 1.6125)
; k = 1 ∼ K

(51)  

aij(k) ∈ {1, ..., 9} ∀ aij > 1; i j = 1 ∼ n; k = 1 ∼ K (52)  

2.5. Converting into a single-objective problem 

Various approaches can be employed to convert a bi-objective 
problem into a single-objective problem, including simultaneous (or 

Pareto), utility (or compromise), goal programming (or satisfying), hi-
erarchical, and interactive approaches [40]. This study applies a goal 
programming (or satisfying) approach by changing the first objective 
function into a constraint, 

1
K
∑K

k=1
(CR(A) − CR(A(k)) ≥ ξ (53)  

and solving the subsequent single-objective MINLP problem as follows. 
(Single-objective MINLP Model) 

Max Z2 =
∑K− 1

k=1

∑K

l=k+1
dkl (54)  

subject to 

d2
kl =

∑n

i=1

∑n

j=1

(
aij(k) − aij(l)

)2k = 1 ∼ K − 1;
/

= k + 1 ∼ K (55)  

1
K

∑K

k=1
(CR(A) − CR(A(k)) ≥ ξ; k = 1 ∼ K (56)  

aij =

∑K

k=1
aij(k)

K
∀ aij > 1 ; i, j = 1 ∼ n (57)  

aij(k)aji(k) = 1∀ i, j = 1 ∼ n; k = 1 ∼ K (58)  

aii(k) = 1∀ i = 1 ∼ n; k = 1 ∼ K (59)  

bn
i (k) =

∏n

j=1
a∞

ij (k); i = 1 ∼ n; k = 1 ∼ K (60)  

wi(k)
∑n

m=1
bm(k) = bi(k); i = 1 ∼ n; k = 1 ∼ K (61)  

ωi(k)wi(k) =
∑n

j=1

(
aij(k)wj(k)

)
; i = 1 ∼ n; k = 1 ∼ K (62)  

nλ(k) =
∑n

i=1
ωi(k); k = 1 ∼ K (63)  

CR(A(k)) ≤ CR(A); k = 1 ∼ K (64)  

CR(A(k)) =
λ(k) − n

(n − 1)(0.0053n3 − 0.1273n2 + 1.051n − 1.6125)
; k = 1 ∼ K

(65)  

aij(k) ∈ {1, ..., 9} ∀ aij > 1 ; i, j = 1 ∼ n; k = 1 ∼ K (66) 

The MINLP models are not easy to solve [41]. 

2.6. GA 

GA have been extensively applied to help solve MINLP problems [42, 
43,44]. For this reason, we designed a GA algorithm to solve the 
single-objective MINLP problem. Fig. 3 shows a typical example. The 
original judgment matrix A has a12 = 3, a13 = 4, and a23 = 1, and can 
be decomposed into two sub-judgment matrices A(1) and A(2), with 
a12(1) = 2, a13(1) = 6, and a23(1) = 1. A(2) can derived from A(1) as 

a12(2) = 2a12 − a12(1) = 4

a13(2) = 2a13 − a13(1) = 2

a23(2) = 2a23 − a23(1) = 1 
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A single chromosome with three genes within [1, 9] suffices to 
represent this decomposition, where A(1) is represented as [1 6 2]. 

Constraint (57) is incorporated into the objective function as a 
penalty term to form the fitness function 

Max fitness =
∑K− 1

k=1

∑K

l=k+1
dkl + M

(
1
K
∑K

k=1
(CR(A) − CR(A(k)) − ξ

)

(67)  

where M is a large positive value. If sub-judgment matrixes are well 
separated, dkl is large and fitness increases. We expect that CR improves 
considerably after decomposition, i.e., CR(A) – CR(A(k)) ≥ ξ, and hence 
fitness also increases. 

Each population includes 10 chromosomes. Monte Carlo method is 
applied to choose parent chromosomes to be paired based on their 
fitness values. Specifically speaking, the probability of choosing chro-
mosome z is set to 

p(z) =
fitness(z)
∑10

w=1
fitness(w)

(68) 

A single crossover point is chosen at random with crossover proba-
bility = 0.4. Offspring chromosomes are generated by exchanging their 
parent’s genes between themselves until the crossover point is reached, 
as illustrated in Fig. 4. 

Gene mutation is achieved by slightly incrementing or decrementing 
the gene’s value, i.e., 5 → 4 or 6, and mutation rate = 0.1, as illustrated 
in Fig. 5. 

Stopping criteria include  

(1) 100 populations have been generated.
(2) The improvement in the average fitness of a population < 0.5.
(3) The improvement in the fitness of the best individual in a given

generation < 0.1. 

The GA algorithm is implemented in MATLAB using the eig() 

function to derive the eigenvalues and eigenvectors of judgment (or sub- 
judgment) matrixes. 

3. Case Study: Supplier Selection

3.1. Case description

Although a manufacturer usually has multiple suppliers, most sup-
pliers are similar and may be affected by the same risks [45]. Conse-
quently, when the industry is hit, these suppliers will lose effectiveness 
at the same time, breaking the supply chain. The COVID-19 pandemic is 
an obvious example. Thus, manufacturers need to find diversified 

1 6 2

Fig. 3. Encoding of a chromosome.  

Fig. 4. The crossover mechanism.  

Fig. 5. The mutation mechanism.  
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• pandemic severity [59],
• pandemic containment performance [59],
• company reputation [56,60,61,62],
• delivery speed [56,60,61,62], and
• level of buyer–supplier cooperation ([63]; . [64]).

A DM constructed the following judgment matrix for this problem,

A =

⎡

⎢
⎢
⎢
⎢
⎣

1 5 3 3 7
1/5 1 1/3 1/9 1/7
1/3 3 1 1/3 1
1/3 9 3 1 7
1/7 7 1/1 1/7 1

⎤

⎥
⎥
⎥
⎥
⎦

Thus, CR = 0.154, i.e., the matrix is inconsistent. Therefore, the 
proposed approach was applied to enhance the consistency of the AHP 
analysis. 

3.2. Application of the proposed methodology 

First, the judgment matrix was decomposed into two sub-judgment 
matrices, and the required single-objective MINLP problem was solved 
using the GA algorithm on a PC equipped with i7-7700 CPU 3.6 GHz 
(Intel Corp., CA, USA) and 8 GB RAM. We set ξ = 0.015, and the optimal 
solution was 

A∗(1)=

⎡

⎢
⎢
⎢
⎢
⎣

1 4 2 1 5
1/4 1 1/3 1/9 1/9
1/2 3 1 1/4 1
1 9 4 1 9

1/5 9 1/1 1/9 1

⎤

⎥
⎥
⎥
⎥
⎦
; A∗(2)=

⎡

⎢
⎢
⎢
⎢
⎣

1 6 4 5 9
1/6 1 1/3 1/9 1/5
1/4 3 1 1/2 1
1/5 9 2 1 5
1/9 5 1 1/5 1

⎤

⎥
⎥
⎥
⎥
⎦

Z∗
2 = 8.763; CR(A∗(1)) = 0.150; and CR(A∗(2)) = 0.129. The global 

optimality of the optimal solution was confirmed using an enumeration 

procedure in MATLAB R2017a (The MathWorks, Inc., MA, USA) on the 
same PC. The execution time was 11.94 s. The MATLAB code of the 
enumeration procedure is shown in Appendix A. The enumeration pro-
cedure generated all possible decomposition results, evaluated the 
improvement in the consistency ratio by each sub-judgment matrix, and 
measured the distance between two sub-judgment matrixes. Decompo-
sition results with less improvement in the consistency ratio and shorter 
distance between sub-judgment matrixes were eliminated. The rest 
formed the Pareto optimal set. 

Although we express 

A :=
A∗(1) + A∗(2)

2 

A was not the arithmetic mean of A*(1) and A*(2), but rather A could 
be decomposed into A*(1) and A*(2). The consistency improved since 
both sub-judgment matrices were more consistent than the original 
judgment matrix. 

The priorities of criteria derived from the two sub-judgment matrices 
were {0.279, 0.056, 0.101, 0.459, 0.105} and {0.555, 0.028, 0.098, 
0.222, 0.097}, respectively. Two priority sets were generated, enabling 
the selection of multiple alternative suppliers that were simultaneously 
optimal from different viewpoints. The first viewpoint emphasized de-
livery speed, whereas the second viewpoint emphasized pandemic 
severity. 

Table 2 summarizes the performances of six possible alternative 
suppliers on various criteria. All performances were scored as integers 
within [1, 10]. Two alternative suppliers (#5 and #1) were identified as 
simultaneously optimal solutions. Such results can be represented with a 
fuzzy set Õ to which the membership of belonging is set to 

μ
Õ
(x∗(k)) =

1/CR(k)
max

l
(1/CR(l))

(69) 

Therefore,   

3.3. Comparison with existing methods 

Table 4 summarizes the results obtained using a conventional AHP 
approach. In contrast to the proposed approach, the conventional AHP 
approach selected Alternative Suppliers #6 and #5, with only alterna-
tive supplier 6 achieving an optimal performance. In contrast, both 
Alternative Suppliers #5 and #1 selected using the proposed approach 
were top performers from different viewpoints. 

We also applied the conventional ordered weighted average (OWA) 
method [65] to this problem for comparison. OWA sorts the perfor-
mances of an alternative supplier in optimizing various criteria before 
aggregation. Weights assigned to these sorted performances depend on 
the decision strategy, as shown in Table 5. Table 6 summarizes the OWA 
results. None of the decision strategies yielded the same result as ob-
tained using the proposed approach. Nevertheless, the “moderately 
optimistic” decision strategy led to OWA results close to those obtained 
using the proposed approach. However, only a single optimal alternative 
supplier (Alternative Supplier #6) was identified using the OWA    

Õ
(
x, μ

Õ
(x)
)
=

{(

#5,
1/0.150

max(1/0.150, 1/0.129)

)

,

(

#1,
1/0.150

max(1/0.150, 1/0.129)

)}

= {(#5, 0.86), (#1, 1)}

suppliers to eliminate such risks [46,47,48]. 
In this case, a wafer foundry would like to choose diversified alter-

native suppliers amid the COVID-19 pandemic, because the shipments 
from regular suppliers were backlogged owing to the limited capacity of 
cross-border transportation. To this end, the proposed bi-objective AHP- 
MINLP-GA approach was applied. In the literature, de Boer et al. [49] 
classified existing supplier selection methods into five categories: linear 
weighting, total cost-of-ownership, mathematical programming, statis-
tical, and artificial intelligence methods. AHP and variants are linear 
weighting methods and are among the most widely used supplier se-
lection methods [50,51,52,53,54,55,56]. Tirkolaee et al. [57] applied a 
fuzzy analytic network process (FANP) method to derive the priorities of 
criteria for evaluating a sustainable and reliable supplier. Then, they 
applied the fuzzy technique for order of preference by similarity to ideal 
solution (fuzzy TOPSIS) method to evaluate and compare the overall 
performances of suppliers. Tirkolaee et al. [58] proposed a similar 
method, in which a multi-objective mixed-integer linear programming 
(MOMILP) problem was solved to distribute the required quantity of raw 
materials among the chosen suppliers. 

The alternative supplier selection problem considered in the present 
study assessed the performance of an alternative supplier according to 
the following criteria [46]  
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method. 
We also compared with the results obtained using the measure 

attractiveness based on categorical evaluation (MACBETH) method 
(Bana e Costa et al., 2005). MACBETH is similar to AHP in that both 
methods are ranking approaches based on pairwise comparison results 
performed by a DM. However, MACBETH uses an interval scale, whereas 
AHP adopts a ratio scale. The calculation process of MACBETH differs 
considerably from that of AHP. MACBETH adopts a comparison scale 
within [0, 8], rather than within [1, 9]. 

A quadratic programming (QP) problem was solved for the alterna-
tive supplier selection problem to derive the priorities of criteria, with 
results {w∗

i } = {0.353, 0.000, 0.184, 0.310, 0.153}. Alternative Supplier 
#6 was the top performer, then Alternative Supplier #5, similar to the 
result using OWA with a neutral decision strategy but different from the 
result using traditional AHP or the proposed approach. 

Table 7 shows differences between the proposed methodology and 
existing methods for the case. 

3.4. Parametric analysis 

Table 8 shows the results of a parametric analysis to examine the 
effect of ξ on the existence of an optimal solution. Obviously, a careful 
selection of ξ is required to ensure the existence of valid solutions for 
improving CR. 

3.5. Pareto solutions 

We employed an enumeration procedure to generate all Pareto so-
lutions to the bi-objective MINLP problem. We found 203 feasible so-
lutions to the bi-objective MINLP problem, but only five were Pareto 
solutions, as shown in Table 9. Fig. 6 shows the corresponding approx-
imate Pareto front. All Pareto solutions were simultaneously optimal. 
Therefore, in principle 5 × 2 = 10 simultaneously optimal alternative 
suppliers could be selected using the bi-objective AHP-MINLP-GA 
approach, which greatly enhanced the flexibility of alternative supplier 
selection. 

4. Discussion

The following conclusions and points were evident from the exper-
imental results. 

(1) Determining the best method was difficult by comparing the re-
sults obtained using various methods, since these methods
resulted in different outcomes. Selecting multiple optimal alter-
native suppliers was only possible using the proposed method-
ology. However, the possibility cannot be attributed to the
formation of numerous ties in comparing the performances of
alternative suppliers but to the various viewpoints considered by
the DM.

(2) Two distinct optimal alternative suppliers could be selected for
each Pareto solution, which enhanced the flexibility of alterna-
tive supplier selection. Although the advantages of the proposed
bi-criteria model over single-objective models were clear, it was
difficult to exclude the possibility that two optimal alternative
suppliers based on one Pareto solution might be similar to those
based on another Pareto solution.

(3) Although alternative supplier selection based on priority sets
with higher consistency (i.e., lower CR) is preferred, alternative
supplier chosen based on a priority set with higher consistency is
not necessarily superior to that based on a priority set with lower
consistency.

(4) Although judgment matrix decomposition may be possible,
decomposing a completely consistent matrix may worsen con-
sistency. In addition, a judgment matrix with extreme values (i.e.,
1 or 9) cannot be decomposed.

(5) The proposed methodology has two superior aspects compared
with existing methods. First, selecting diversified alternative
suppliers was only possible using the proposed methodology. In
Table 7, Alternative Supplier #1 differed from other top per-
formers and was selected only when the proposed methodology
was applied. Second, the GA significantly enhanced the efficiency
judgment of matrix decomposition. Enumeration takes tens of

Alternative Supplier # Pandemic Severity Pandemic Containment Performance Company Reputation Delivery Speed Level of Buyer–supplier Cooperation 
1 7 7 8 6 3 
2 5 9 9 6 7 
3 5 7 3 8 7 
4 4 6 8 6 9 
5 5 6 4 9 9 
6 5 7 8 8 8  

Table 3 
Selections based on the two viewpoints.  

Point of View Choice 
A∗(1) Alternative supplier #5 
A∗(2) Alternative supplier #1  

Table 4 
Results obtained using the conventional AHP approach.  

Alternative Supplier # Overall Performance Sequence 
1 6.389 3 
2 6.056 4 
3 6.016 5 
4 5.593 6 
5 6.590 2 
6 6.610 1  

Table 5 
Weights assigned to the sorted performances.  

Decision Strategy Weights 
Optimistic {1.00, 0.00, 0.00, 0.00, 0.00} 
Moderately Optimistic {0.62, 0.14, 0.10, 0.08, 0.06} 
Neutral {0.20, 0.20, 0.20, 0.20, 0.20} 
Moderately Pessimistic {0.01, 0.06, 0.15, 0.30, 0.49} 
Pessimistic {0.00, 0.00, 0.01, 0.10, 0.89}  

Table 6 
Results obtained using the OWA method.  

Decision Strategy Top 1 Alternative Supplier Top 2 Alternative Supplier 
Optimistic #2, #4, #5  
Moderately Optimistic #5 #4 
Neutral #6 #4, #5 
Moderately Pessimistic #6 #2 
Pessimistic #6 #2  

Table 2 
Performances of six alternative suppliers in optimizing various criteria.  
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minutes to hours to decompose a judgment matrix with dimen-
sionality > 7, whereas GA usually requires only a few minutes. 

(6) The effectiveness of a method was measured in terms of the dis-
tance between the two top performers. The proposed approach
achieved a distance of 5.745, whereas OWA (moderately opti-
mistic), conventional AHP, and MACBETH approaches achieved
5.099, 4.359, and 4.359, respectively. Thus, the proposed meth-
odology maximized diversity. Table 10 summarizes the efficiency
of a method measured in terms of the execution time. Since
alternative supplier selection was not a time-critical task, the
efficiency of the proposed methodology was considered
acceptable.

The practical implications of the experimental results are discussed 
as follow:  

(1) If the wafer foundry needed only one alternative supplier, then
either of the two recommended alternative suppliers could be
chosen, since they are simultaneously optimal. Another feasible
way was to divide the required quantity of raw materials between
the two alternative suppliers.

(2) During the COVID-19 pandemic, the selected alternative sup-
pliers may not be able to support the wafer foundry. Different
types of alternative suppliers face different risks. Therefore,
choosing diversified alternative suppliers may be a good way to
reduce the risk that both alternative suppliers cannot support the
wafer foundry.

4.1. Another Case Study: Metro Tunnel Risk Assessment 

We also elaborated the effectiveness of the proposed methodology 
with a higher-dimensional case: metro tunnel risk assessment [66]. 
Fig. 5 shows that factors affecting metro tunnel construction risk 
assessment were categorized into a four-layer hierarchy. The second 
layer contained four risk factor categories A1–A4: investment, security, 
environmental, and construction risks, respectively. These categories 
were affected by five risk factors in the third layer B1–B5: collapse, 
water inrush, structural failure, surface deformation, and uneven set-
tlement, respectively. Each of these risk factors was then affected by 
seven subfactors in the fourth layer C1–C7: spring group, groundwater, 
geological features, rock and oil properties, peripheral roads, neigh-
boring buildings, and underground pipelines, respectively. 

Table 11 summarizes the original judgment matrixes, which 
restricted values within very narrow ranges to increase the consistency. 
However, this also reduced the flexibility of decision making. Therefore, 
we applied the proposed methodology to decompose each judgment (or 
sub-judgment) matrix into two distinct sub-judgment matrixes with 
better consistency and wider ranges, as shown in Table 12. As a result, 
each risk factor category had at most 2 priorities; each risk factor had at 
most 4 priorities; and each subfactor could have up to 8 priorities. Thus, 
the DM has considerable planning flexibility to minimize metro tunnel 
risks. 

5. Conclusions

Decision makers commonly hold multiple viewpoints when
comparing factors pairwise. Conventional AHP assumes that the DM can 
effectively resolve conflicts among these viewpoints and produce a 
single result. However, this assumption is somewhat impractical, and 
DMs tend to generate inconsistent pairwise comparison results. 

Table 9 
Pareto solutions to the bi-objective MINLP problem.  

Pareto Solution # Z1 Z2

1 5.915E-03 10.630 
2 6.332E-03 9.454 
3 6.489E-03 9.425 
4 6.884E-03 9.236 
5 1.404E-02 8.993  

Fig. 6. Pareto solutions to the bi-objective MINLP problem.  

Method Number of Judgment Matrices Number of Priority Sets Number of Objectives Top 1 Alternative Supplier Top 2 Alternative Supplier 
Conventional AHP 1 1 1 #6 #5 
OWA (moderately optimistic) - 1 - #5 #4 
MACBETH 1 1 1 #6 #5 
The proposed methodology 1 2 2 #5, #1 #6  

Table 8 
Effect of ξ on the existence of optimal solutions.  

Value of ξ Existence of optimal solutions 
0.10 Yes 
0.15 Yes 
0.20 No 
0.25 No 
0.30 No  

Table 7 
Differences between the proposed approach and existing methods.  
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Therefore, this study proposed a bi-objective AHP-MINLP-GA approach 
that preserves the original AHP rules by decomposing an inconsistent 
judgment matrix into several more consistent sub-judgment matrices, 
where each sub-judgment matrix represents a unique DM viewpoint and 
is used to generate a priority set. Multiple alternatives are simulta-
neously selected as the optimal alternative for each viewpoint. The two 
objective functions optimized in the proposed bi-objective AHP-MINLP- 
GA approach are maximizing the average improvement in CR and 
maximizing the distance between sub-judgment matrices. In addition, 

Table 11 
Original judgment matrixes.  

Subhierarchy Judgment Matrix CR 
⎡

⎢
⎢
⎣

1 0.333 0.5 1
3 1 2 3
2 0.5 1 2
1 0.333 0.5 1

⎤

⎥
⎥
⎦

0.004 

⎡

⎢
⎢
⎢
⎢
⎣

1 1 2 3 3
1 1 1 2 2

0.5 1 1 3 5
0.333 0.5 0.333 1 1
0.333 0.5 0.2 1 1

⎤

⎥
⎥
⎥
⎥
⎦

0.037 

…    

Fig. 7. The case of metro tunnel risk assessment.  

Table 10 
The execution time.  

Method Execution Time 
(s) 

Conventional AHP < 1 
OWA < 1 
MACBETH 5 
The proposed methodology (decomposition using the 

enumeration procedure) 
11.94 

The proposed methodology (decomposition using GA) 3  

Table 12 
Decomposition results.  

Subhierarchy Subjudgment Matrixes CR 
⎡

⎢
⎢
⎣

1 0.333 0.5 1
3 1 2 3
2 0.5 1 2
1 0.333 0.5 1

⎤

⎥
⎥
⎦, 

⎡

⎢
⎢
⎣

1 0.333 0.5 1
3 1 2 3
2 0.5 1 2
1 0.333 0.5 1

⎤

⎥
⎥
⎦

0.004, 0.004 

⎡

⎢
⎢
⎢
⎢
⎣

1 1 1 5 5
1 1 1 3 3
1 1 1 5 9

0.2 0.333 0.2 1 1
0.2 0.333 0.111 1 1

⎤

⎥
⎥
⎥
⎥
⎦

, 

⎡

⎢
⎢
⎢
⎢
⎣

1 1 3 1 1
1 1 1 1 1

0.333 1 1 1 1
1 1 1 1 1
1 1 1 1 1

⎤

⎥
⎥
⎥
⎥
⎦

0.024, 0.034 

…    
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(1) Multiple sub-judgment matrices could be generated from the
judgment matrix, with all sub-judgment matrices being more
consistent than the original judgment matrix.

(2) The distance between sub-judgment matrices was maximized,
thereby diversifying the matrices.

(3) The bi-objective MINLP problem had a discrete feasible region
with limited solutions, hence enumerating all feasible solutions
was possible.

(4) The proposed approach selected distinct alternative suppliers for
two different viewpoints, whereas existing methods could only
select a single optimal alterative supplier. Suppliers selected
using the proposed approach differed from those selected using
existing methods.

The limitations of the proposed methodology include:  

(1) It is not always possible to decompose a judgement matrix into
subjudgment matrixes that are more consistent.

(2) As the size of the judgment matrix increases, it becomes more and
more difficult to find the optimal decomposition result.

The pros and cons of the proposed methodology are:  

(1) Using the proposed methodology, multiple alternatives that are
quite different from each other can be selected. In contrast, the
multiple alternatives selected using an existing method are usu-
ally similar – these alternatives all have good performances in
optimizing high-priority criteria. The decision maker will feel
compelled to accept some poorer alternatives.

(2) Involving the use of GA to solve a MINLP problem, the proposed
methodology may be a bit complicated and difficult to be applied
in practice.

Future research should resolve the inefficiency problem of the 
enumeration procedure for large problem sizes, and investigate the 
potential of different methods for decomposing a judgment matrix, such 
as geometric, harmonic, or weighted means. 

Appendix A. Enumeration Procedure  

t1=now; 
A=[1 8 4 5 9;0.125 1 0.25 0.111 0.111;0.25 4 1 0.5 1; 0.2 9 2 1 5; 0.111 9 1 0.2 1]; 
[E V]=eig(A); 
CI=(V(1,1)-5)/(5-1); 
A1best=zeros(5,5); 
A2best=zeros(5,5); 
CI1best=0; 
CI2best=0; 
E1best=zeros(5,5); 
E2best=zeros(5,5); 
distbest=0; 
for i1=7:9 
for i2=1:7 
for i3=1:9 
for i4=9:9 
for i5=1:7 
for i6=1:1 
for i7=9:9 
for i8=1:3 
for i9=1:9 
for i10=9:9 
A1=A; 
A2=A; 
A1(1,2)=i1; A1(2,1)=1/A1(1,2); 
A1(1,3)=i2; A1(3,1)=1/A1(1,3); 
… 
A2(1,2)=2*A(1,2)-A1(1,2); A2(2,1)=1/A2(1,2); 
A2(1,3)=2*A(1,3)-A1(1,3); A2(3,1)=1/A2(1,3); 
… 
[E2,V2]=eig(A2); 
CI1=(V1(1,1)-5)/(5-1); 
CI2=(V2(1,1)-5)/(5-1); 
if CI1<=CI & CI2<=CI 
A1 
A2 
dist=sqrt(sum(sum((A1-A2).^2))) 
CI1 
CI2 
if dist>distbest 
distbest=dist 
A1best=A1 
A2best=A2 

(continued on next page) 

an enumeration procedure was established to identify all feasible solu-
tions and Pareto optimal solutions to the bi-objective MINLP model, and 
a GA was applied to solve the resulting single-objective MINLP problem. 

The proposed approach was applied to an alternative supplier se-
lection problem amid the COVID-19 pandemic to examine its effec-
tiveness. Experimental results verified the following outcomes.  
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(continued ) 

CI1best=CI1 
CI2best=CI2 
E1best=E1 
E2best=E2 
end 
end 
end 
end 
end 
end 
end 
end 
end 
end 
end 
end 
t2=now; 
(t2-t1)*24*60*60;  
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A B S T R A C T

The availability of non-renewable fossil fuels in Jordan continues to decrease, which increases reliance on energy 
sources, such as, methane gas produced from municipal solid waste (MSW). Furthermore, during the COVID-19 
pandemic, solid wastes were significantly increased, especially in lockdown periods and this increase requires an 
immediate response to this global emergency by improving MSW management system. Unfortunately, little 
previous research efforts have been directed to propose optimization models that optimize concurrently eco-
nomic and environmental aspects with the utilization of the available resources from transportation trucks of 
different types and capacities. This research, therefore, develops an optimization model for efficient MSW 
management system to increase the percentage of waste transported from multiple depots to anaerobic digestion 
plants (ADP) or recycling centers. The objective function of the optimization model is two-fold; maximizing 
quantities of transported waste and minimizing both transportation costs and greenhouse gas (GHG) emissions 
generated from different types of transport trucks over a six-day period. A case study was presented, where the 
optimization results showed that on average 1236.36 mega Watt-hour (MWh) of energy potential at a minimal 
average processing cost of 165.22 $/ton could be generated from transported 3540 tons of waste over six days. 
Such energy can be utilized to promote sustainability and develop an eco-city powered by renewable energy. In 
conclusion, the proposed model is found efficient in enhancing the performance of the existing MSW and results 
in significant reductions in environmental impacts and transportation costs and maximizing trucks and facilities 
utilizations.   

1. Introduction

For low-income countries, Municipal Solid Waste (MSW) manage-
ment is a critical issue, which impacts the environment, socio-economic, 
health, aesthetics, and infrastructure, due to the generated volume of 
wastes, treatment, and disposal methods. Typically, the MSW system 
deals with wastes from its source of generation to final disposal, 
including all the operations and transformation of this waste [1]. 
Typically, the MSW has several sources, i.e., residential, commercial, 
and municipal services [2], which makes the management of MSW a 
persistent challenge for many developing countries [3]. 

Practically, MSW landfills cause very harmful effects on the envi-
ronment and hence many treatment methods, including recycling, 
incineration, and mechanical biological treatment, can be implemented 
to reduce negative environmental impacts [4]. The decomposition of 
organic wastes via anaerobic processes produced methane gas. 
Although, the upgrading process of emitted gases to methane gas is 

complex and expensive, the generated methane gas can be used as en-
ergy to promote sustainability. 

Over the years, the net amount of MSW generated and its impact on 
the environment in Jordan have increased significantly [5]. Studies 
showed [6] that around 70–90% of waste was collected, but only about 
5–10% of solid waste has been recycled. A major problem is that this 
system does not include separation of the recyclable and non-recyclable 
solid waste. Ideally, waste separation requires strong individual’s 
commitment, long-term information, and educational campaigns [6], 
however weak initiatives have been directed towards these aspects in 
Jordan. Further, the current MSW management lacks critical dedicated 
facilities, such as, recycling centers, and aerobic digestion plants, which 
are necessary to increase the ability of controlling and utilizing dumped 
quantities of generated solid waste. As a result, large amounts of waste 
are accumulated in landfills, which alerts decision makers for the ne-
cessity of establishing of recycling centers, and aerobic digestion plant 
and developing cost-effective and environmentally friendly 
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2. Literature review

Recently, the MSW management has received significant research
attention. For example, Badran and El-Haggar [1] proposed a mixed 
integer programming model for a municipal solid waste management 
system in Port Said, Egypt. It included the use of the concept of collec-
tion stations, which have not yet been used in Egypt. The results showed 
that the best model would include 27 collection stations of 15-ton daily 
capacity and 2 collection stations of 10-ton daily capacity. Any transfer 
of waste between the collection station and the landfill should not occur. 
Mora et al. [7] presented a mixed integer linear model to reduce the 
economic and environmental impacts by minimizing different costs at 
‘kerbside’ waste collection system in a municipality in Italy. A heuristic 
procedure was applied to obtain some admissible solutions of the real 
problem. Five alternative configurations of kerbside system, diverging in 
number of sub-areas, synchrony of vehicles and directionality of the 
arcs, were compared in an economic point of view. Finally, Life-Cycle 
Assessment was used as a tool to compare the overall potential envi-
ronmental impacts of the alternative of kerbside collection systems and 
to compare the kerbside system with the traditional bring one. Põldnurk 
[8] assessed the environmental and economic feasibility of source
sorting paper and bio-waste in rural municipalities, improvement of
administrative efficiency, and economic cost-effectiveness resulting in
reorganization of waste management administration, and optimization
options of the municipal waste collection logistics through
inter-municipal waste collection districts. The results showed that in
rural areas central collection of sources sorted bio-waste is not
economically and environmentally feasible, however the central
collection of source-sorted paper waste may be considered environ-
mentally beneficial if applied through inter-municipal cooperation.
Zhao and Zhu [9] developed a multi-depot vehicle-routing model with
the minimization of total cost and total risk through two-commodity
flow formulation, and simultaneous of planning tours and vehicle ac-
quisitions for the explosive waste collection and designing the
return-trips between collection centers and recycling centers. A case
study in Nanchuan of South-west China and related test instances were
presented to elucidate their developed approach. Habibi et al. [3] pro-
posed a multi-objective robust optimization model for a MSW manage-
ment system and addressed the economic, environmental, and social
perspectives simultaneously by minimizing the total cost, the green-
house gas emission, and the resulting visual pollution. Their model was
validated using real data for long-term planning of Tehran’s MSW
management system by examining five candidate sites for the con-
struction of new facilities. Trochu et al. [10] addressed the reverse lo-
gistics network design problem under environmental policies targeting
recycled wood materials from the construction, renovation, and demo-
lition (CRD) industry. The main objective was to determine the location
and the capacities of the sorting facilities to ensure compliance with the

new regulation and prevent the wood from being massively landfilled 
using a mixed-integer linear programming model (MILP) to minimize 
the total cost of the wood recycling process collected from CRD sites. The 
proposed MILP model was applied for a case study in the CRD industry 
within the province of Quebec, Canada. Tsai et al. [11] applied 
exploratory factor analysis to test the validity and reliability of MSW 
attributes of cities in Vietnam under uncertainty. Fuzzy set theory was 
used to translate the linguistic references into the qualitative attributes 
of MSW management. The decision-making trial and evaluation labo-
ratory was used to address the interrelationships among the attributes. 
The causal interrelationships among 14 attributes were identified. The 
results showed that technical integration and social acceptability were 
the aspects that drive MSW management, while treatment innovations, 
safety and health, economic benefits, and technology functionality and 
appropriateness were determined to be the linkage criteria. Finally, the 
distinctions between cities were presented. Tsai et al. [12] presented a 
systematic data-driven bibliometric analysis on MSW management as a 
foundation in a circular economy and applied the entropy weight 
method to convert the frequencies to weights and performed regional 
comparisons based on a database. A bibliographic coupling analysis was 
conducted and revealed that Africa and North America have less studies 
than other regions. Xiao et al. [13] proposed system dynamic model, 
which simulates the entire process of MSW production, sorting, collec-
tion, and final treatment and then analyzed policy impacts on MSW 
management from a dynamic and complex perspective in Shanghai. 
Seven scenarios were set to simulate the impacts of these policies. Re-
sults showed that economic policy has the largest impact on future MSW 
management, where MSW generation in 2035 will decline by 3.25 
million tons if Gross Domestic Production growth rate decrease by 1%. 
Istrate et al. [14] fulfilled the review on published life-cycle assessment 
studies on MSW management systems with the aim of identifying 
waste-to-energy solutions and their impact on the system’s environ-
mental performance. Discrepancies were observed with respect to the 
environmental consequences of both the diversion of organic waste from 
incineration to anaerobic digestion and the diversion of waste from 
incineration to mechanical-biological treatment plants. Deus et al. [15] 
developed an aggregate indicator for environmental impact assessment 
of MSW management in the small municipalities of the state of Sao Paulo 
(Brazil). Additionally, the study aimed at creating a classification of the 
municipalities considered to identify the best management practices. 
The results showed that the average waste generation was 223.89 kg, the 
average carbon dioxide equivalent (CO2e) emissions was 0.166 tons 
(inhabitant− 1 year− 1) and the average amount of energy savings was 
51.37 kWh. Tong et al. [16] employed a system thinking approach to 
analyze the crucial roles of the informal sector in SWM system in Viet-
nam. The analysis was built on the field survey including elements and 
key driving forces of the systems with 36 scrap dealers, 127 scrap 
buyers, and 760 households and in-depth interviews with experts in the 
Mekong Delta region, Vietnam. Results stated that informal systems 
should be integrated into the SWM process. Batur et al. [17] formulated 
a mixed integer linear programming model for long-term planning of 
municipal solid waste management system taking into consideration 
different process, capacity, and location possibilities that may occur in 
complex waste management processes at the same time. The results that 
the developed model provides significant convenience for the 
multi-objective optimization of financial-environmental-social costs and 
the solution of some uncertainty problems of decision-making tools, 
such as, life cycle assessment. Iyamu et al. [18] reviewed the common 
themes limiting MSW management sustainability in the BRIC (Brazil, 
Russia, India and China) countries, as well as the historical transition of 
MSW management to a sustainable level in some high-income countries 
such as United States, Japan, Denmark, and Australia. They focused on 
the interaction of MSW management with technology systems, socio-
economic factors, related environmental issues, influence on policy and 
decision making. The key MSWM findings was used to develop a the-
matic framework, underpinned by the different interacting factors of 

.

transportation system. Moreover, the existing waste transportation 
system between facilities suffers poor planning of transportation trucks, 
which may lead to negative impacts on environment due to excessive 
number of trips between facilities and incurs high transportation costs. 
In order to improve the current MSW management system and enhance 
its efficiency, this research analyzes the effectiveness of the current 
MSW and then develops an optimization model to maximize methane 
gas collection in MSW management system through maximizing trans-
ported waste and minimizing both transportation costs and greenhouse 
gas emissions while considering truck types and capacities. The 
remaining of this paper including the introduction is outlined as follows. 
Section 2 presents literature review. Section 3 develops the optimization 
model. Section 4 illustrates the optimization model and discusses 
research results. Section 5 summarizes research conclusions. The results 
of this research can provide great assistance to decision makers in Jor-
danian municipalities on how to establish and develop a sustainable 
MSW management system. 
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plants. With the same manner, Wang et al. [28] considered the solar 
energy by identifying optimal sites for constructing the solar photovol-
taic panels. Wang et al. [29] offered an assessment approach for cleaner 
energy sources using data envelopment analysis and fuzzy model. 

Recently in the MSW management system, little research efforts were 
directed to develop optimization models with multiple objective func-
tions that integrate the concurrent economic and environmental aspects 
with the utilization of the available resources from transportation 
trucks. In addition, most of the proposed MSW management system 
ignored truck types with different capacity and GHG emission for each 
type. Therefore, this paper proposes optimization model with multiple 
objective functions, including, minimizing total transportation, mini-
mizing GHG emissions and unfilled trucks’ capacities, maximizing total 
transported quantities, and maximizing satisfaction levels on utilization 
of collection stations and recycling centers, while considering various 
truck types and capacities for transporting collected and processed 
waste quantities. 

3. Optimization model development

The key elements of solid waste chain are shown in Fig. 1, which
includes I depots; i= [1, …, I], J collection stations; j= [1, …, J], R 
recycling plants; r= [1, …, R], L landfills, l= [1, …, L], and M anaerobic 
digestion plants; m= [1, …, M]. In any selected area, the waste bins will 
be divided into clusters which are assigned to depots. The trucks will 
collect wastes from each cluster’s bins and accumulate wastes in the 
assigned depot of this cluster [30]. Then, waste will be transported from 
depot i to collection station j for processing. Because waste separation at 
source is not applicable in many areas, the waste separation is performed 
in collection stations to sort the recyclable and non-recyclable wastes. 
After processing, recyclable waste is transported from collection station j 
to recycling center r, whereas non-recyclable waste is transported to the 
L landfill. Finally, the organic recyclable waste is converted to a special 
compost amendment, which is transported from recycling center r to 
anaerobic digestion plant m. For tth period, the amount of waste pre-
sented in each stage from previous period, is defined as beginning in-
ventories, Eb

(t-1), while the amount of waste that will be remained in 
each stage for the present period, is defined as ending inventories, Ef

t, 
and both inventories are considered. Let NTu

ijt, NTu
jlt, and NTu

rmt denote 
the number of trips taken by truck u at day t for transporting waste from 
the ith depot to the jth collection station; the jth collection station to the 
rth recycling center; the jth collection station to the lth landfill; and the 
rth recycling center to the mth anaerobic digestion plant, respectively. 
Let GHI, GHJ, GHR and GHL denote the amount of GHG emitted from 
processing one ton of waste (g/ton) at the depots, collection stations, 
recycling centers and landfills, respectively. Let GHu denotes the amount 
of GHG emitted (g/km) by truck type u. Each stage has its own associ-
ated GHG emissions resulting from processing of waste, transportation 
of waste in trucks, or both as shown in Fig. 2. 

It is assumed that: (i) waste is separated and sorted at collection 
stations, (ii) fixed cost daily rates for depots, collection stations, recy-
cling centers, landfills, and anaerobic digestion plants are calculated as 
total fixed cost divided by expected economic lifespan in days, (iii) 
variable rates ($/ton) of depots, collection stations, recycling centers, 
landfills, and anaerobic digestion plants are calculated as operational 
costs per ton divided by the daily capacity of the collection stations, (iv) 
fuel and maintenance costs are proportional to traveled distance, (v) 
distances are measured from the centroids of the destinations, and (vi) 
the beginning inventory at the first period is zero for all stages. 

3.1. Model description 

There are several decision variables and parameters are shown in 
Appendix A (Nomenclature). Let FCi, FCj, FCr, FCl and FCm denote the 
fixed costs per day t for depots, collection stations, landfills, recycling 
centers and anaerobic digestion plants, respectively. Then, the total 

policy; environmental; socio-economic; and technology. Pinha and 
Sagawa [19] presented a system dynamics model for MSW management 
which involved resources, destinations of waste and cost structure of 
service/system. As a case study, the context of a Brazilian city of 230, 
000 inhabitants was modelled and scenarios for 10 years were proposed. 
The scenario that presented better results with feasible investments 
prescribes an increase from 8.5% to 15% in the public collection of dry 
waste together with a productivity improvement of the sorting process. 
The simulations showed that the revenues from the recyclables do not 
cover the expenditures of the service provider and allowed pointing out 
scenarios that make the provider less dependent of governmental sub-
sidy. Paul and Bussemaker [20] developed a web-based decision support 
system that can be used in planning and management of MSW for 
assessing the suitability of waste valorization in a particular location, 
such as, waste types, waste quantities and related waste contractors in 
England. Waste market opportunities and circular economy partners 
were also identified through the web application and these results were 
presented in context of waste-derived supply chain decisions. Hajar et al. 
[21] examined the development of the MSW management sector in 
Jordan from sustainability standpoint and developed potential scenarios 
to attain Jordan Vision 2025 target and gradually place this sector on a 
green growth path. The Sustainability Window analysis tool was used to 
assess the sustainability of the studied sector over the 2010–2015 
period. Three scenarios were proposed and compared using the Sus-
tainability Window tool: Mechanical biological treatment-anaerobic 
digestion, mechanical biological treatment-composting, and incinera-
tion. It was concluded from the Sustainability Window analysis that the 
2010–2015 Jordanian municipal solid waste sector growth did not fulfill 
all sustainability criteria. Pinupolu and raja Kommineni [22] suggested 
a method of MSW management through public-private partnership 
(PPP) for Vijayawada city, which faced the problem of disposal and 
handling of municipal solid waste. Installation cost, land required for the 
proposed solid waste treatment and population were assessed by the 
geometrical progression method for the anticipated year 2051. Results 
indicated that the total quantity of evaluated solid waste created in the 
year 2051 is 2788 tons/day. Sarbassov et al. [23] performed composi-
tional analysis of the municipal solid waste produced at the Astana In-
ternational Airport and evaluated different waste management scenarios 
in terms of greenhouse gas emissions. Recyclable and combustible 
fractions were found to be the major fractions (over 50%) of the total 
municipal solid waste generated in the Astana International Airport. 
Four base greenhouse gas emissions scenarios were proposed and dis-
cussed. Viau et al. [24] aimed to critically evaluate the modelling of 
substitution in life cycle cost of recovered material from MSW man-
agement systems. They performed a systematic analysis of 51 life cycle 
assessment studies on MSW management systems published in the 
peer-reviewed literature and found that 22% of the substitution ratios 
are only implicitly expressed. Finally, guidance for the documentation of 
substitution ratios, with the aim of reaching more credible and robust 
analyses were developed. Kulkarni and Anantharama [25] presented a 
global backdrop of MSW management during COVID-19 outbreak and 
examined various aspects of MSW management. The data and infor-
mation were collected from several scientific research papers from 
different disciplines, publications from governments and multilateral 
agencies and media reports. They presented challenges and opportu-
nities in the aftermath of the ongoing pandemic and recommended al-
ternatives approaches for MSW treatment and disposal and outlines the 
future scope of work to achieve sustainable waste management during 
and aftermath of the pandemics. Lately during the COVID-19 crisis, the 
transition from fossil fuel energy sources to green energy sources is ur-
gent and crucial issue for globe to address the emergency pandemics and 
secure sustainable economies. Thus, new studies for generating energy 
were considered from different green sources such as Mostafaeipour 
et al. [26] who studied the feasibility of a new power generation system 
from wind for urban applications. Also, Rezaei et al. [27] evaluated the 
production of hydrogen by establishing hybrid wind and solar power
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daily fixed cost, TFC, incurred in the system is calculated as given in Eq. 
(1). 

TFC =
∑I

i=1
FCi +

∑J

j=1
FCj +

∑R

r=1
FCr +

∑L

l=1
FLl +

∑M

m=1
FCm (1) 

Variable costs are incurred due to processing waste in each stage on 
day t. Let vj, vr, vl, and vm denote the variable costs per ton of the pro-
cessing for the collection stations, recycling centers, landfills, and 
anaerobic digestion plants, respectively. Also, let Qjt, Qrt, Qlt and Qmt 
denote the total waste quantities at collection station j, recycling center 
r, landfills l, and anaerobic digestion plant m on day t, respectively. 
Then, the total daily variable cost, TVC, is calculated as stated in Eq. (2): 

TVC =
∑T

t=1

∑J

j=1
vj × Qjt +

∑T

t=1

∑R

r=1
vr × Qrt +

∑T

t=1

∑L

l=1
vl × Qlt +

∑T

t=1

×
∑M

m=1
vm × Qmt (2) 

The total transportation cost of waste quantities is calculated by 
multiplying the transportation cost rate ($/ton.km) by the distance 
travelled and quantity carried by truck type u. Let α-denotes the cost rate 
of transportation ($/ton.km). Also, let dij, djr, djl and drm denote the 

distance travelled from depot i to collection station j, from collection 
station j to recycling center r and to landfill l, and from recycling center r 
to anaerobic digestion plant m, respectively. Finally, let Qijt, Qjrt, Qjlt and 
Qrmt denote the quantity of waste transported on day t from depot I to 
collection station j, from collection station j to recycling center r, and to 
landfill l, and from recycling center r to anaerobic digestion plant m, 
respectively. The total cost of transporting waste quantities, TQC, is 
estimated using Eq. (3). 

TQC = α ×

(
∑T

t=1

∑I

i=1

∑J

j=1
dij ×Qijt +

∑T

t=1

∑J

j=1

∑R

r=1
djr ×Qjrt +

∑T

t=1

∑J

j=1

×
∑L

l=1
djl × Qjlt +

∑T

t=1

∑R

r=1

∑M

m=1
drm ×Qrmt

)

(3) 

The total cost of fuel consumption is calculated by multiplying the 
unit cost of fuel, τ ($/L), by fuel consumed (Liter/km) by U truck types, 
travelled distance between any two stations, and number of trips over T 
days. Let TCu denotes the fuel consumption of truck type u. Then, the 
total cost, TTC, of fuel consumption by all U trucks between all stages 
over T days is obtained as given in Eq. (4).   

Fig. 1. Illustration of stages for the optimization model.  

Fig. 2. Illustration of stages for the optimization model.  

International Conference on Electrical, Electronics and Computer Science Engineering (EECSE-2019) 
Organised by Department of Electrical and Electronics Engineering, AIET Bhubaneswar. 5th Nov.  - 7th Nov. 2019

A Fuzzy Optimization Model for Methene... Srinivas et al.347



Note that the transportation cost depends on a cost rate of the 
transported quantities. Consequently, if the quantities transported 
increased then the transportation cost will increase proportionally. 
While the fuel consumption cost depends on the travelled distance by 
each operated truck. Realistically, the cost rate for transported quanti-
ties is different from the fuel consumption cost. 

Let GHI, GHJ, GHR, GHL and GHM denote the amount of GHG emitted 
from processing one ton of waste (g/ton) at I depots, J collection sta-
tions, R recycling centers, L landfills and M anaerobic digestion plants, 
respectively. Then, the total amount of GHG emissions, GHE, in the 
system is calculated as stated in Eq. (5). 

GHE = GHI ×
∑T

t=1

∑I

i=1
Qit + GHJ ×

∑T

t=1

∑J

j=1
Qjt + GHR ×

∑T

t=1

∑R

r=1
Qrt

+ GHL ×
∑T

t=1

∑L

l=1
Qlt + GHM ×

∑T

t=1

∑M

m=1
Qmt (5) 

Let NTu
ijt, NTu

jlt, and NTu
rmt denote the number of trips taken by truck 

type u to transport waste on day t from depot i to collection station j, the 
collection station j to recycling center r; from collection station j to 
landfill l, and from recycling center r to anaerobic digestion plant m, 
respectively. The GHG emitted from U truck types over T days is 
calculated by multiplying the amount of GHG emissions by both the total 
distance travelled between any pair of stages and number of trips. Then, 
the total amount, GHT, of GHG emitted due to transporting waste from 
depot i to anaerobic digestion plant m, is estimated as in Eq. (6): 

GHT = GHu ×

(
∑U

u=1

∑T

t=1

∑I

i=1

∑J

j=1
dij ×NTuijt +

∑U

u=1

∑T

t=1

∑J

j=1

×
∑R

r=1
djr ×NTujrt +

∑U

u=1

∑T

t=1

∑J

j=1

∑L

l=1
djl ×NTujlt +

∑U

u=1

∑T

t=1

∑R

r=1

×
∑M

m=1
drm ×NTurmt

)

(6) 

The unfilled capacity in transportation truck type u is calculated by 
subtracting the total transported quantity between two stages by truck 
type u on day t from its capacity. Let Ru denotes the capacity of truck 
type u. Then, the total unfilled capacities, QTOT, for U truck types over T 
days between all pairs of stages is calculated using Eq. (7).   

Utilizing formulas 1 to 7, two objective functions will be developed; 
the first objective function, Z1, aims at minimizing the total costs and 
environmental impacts of the waste management system as shown in 
Formula (8). The second objective function, Z2, seeks maximizing the 
total of transported quantities between all pairs of stages and thereby 
optimizing methane production as stated in Formula (9). 

Z1 =
(
TFC + TVC + TQC + TTC + GHE + GHT + QTOT)

Min Z1
(8)  

Z2 =
∑T

t=1

∑I

i=1

∑J

j=1
Qijt +

∑T

t=1

∑J

j=1

∑R

r=1
Qjrt +

∑T

t=1

∑R

r=1

∑M

m=1
Qrmt

MaxZ2

(9) 

The main constraints are as follows:  

1 The waste quantity, Qit, of at depot i on day t is equal to the total 
quantity, Qhit, of waste transported to depot i from different areas 
on day t and the beginning inventory at depot i, Eb

i(t-1),from 
previous day (t-1). That is in Eq. (10). 

∑H

h=1
Qhit + Eb

i(t− 1) = Qit (10)    

2 The total quantity, Qit, of waste at depot i on day t shall not exceed 
its capacity, Ci, as stated in Inequality (11). 

Qit ≤ Ci,∀i, t (11)    

3 Let NTAuijt denotes the number of trucks that travel from depot i 
to collection station j on day t. The total quantity transported 
from depot i to collection station j on day t shall not exceed ca-
pacity of truck type u as stated in Inequality (12). 

∑J

j=1
Qijt ≤

∑U

u=1
NTAuijt ×Ru, ∀i, t (12)   

TTC = τ ×
(
∑U

u=1

∑T

t=1

∑I

i=1

∑J

j=1
TCu × dij × NTuij +

∑U

u=1

∑T

t=1

∑J

j=1

∑L

l=1
TCu × djl × NTujl +

∑U

u=1

∑T

t=1

∑J

j=1

∑R

r=1
TCu × djr × NTujr+

∑U

u=1

∑T

t=1

∑R

r=1

∑M

m=1
TCu × drm × NTurm

) (4)   

QTOT =
∑U

u=1

∑T

t=1

∑I

i=1

∑J

j=1

((
NTu

ijt × Ru

)
− Qijt

)
+
∑U

u=1

∑T

t=1

∑J

j=1

∑L

l=1

((
NTu

jlt × Ru

)
− Qjlt

)
+

∑U

u=1

∑T

t=1

∑J

j=1

∑R

r=1

((
NTu

jrt × Ru

)
− Qjrt

)
+
∑U

u=1

∑T

t=1

∑R

r=1

∑M

m=1

( (
NTu

rmt × Ru
)
− Qrmt

)
(7)   
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4 The total quantity of waste, Qijt, transported from depot i to
collection station j on day tis equal to the waste quantity, Qout

it, 
leaving from depot i on day t as stated in Eq. (13). 

∑J

j=1
Qijt =

∑J

j=1
Qout

it ,∀i, t (13)    

5 The number of trips to J collection stations on day t shall not 
exceed the number of available trips on the same day as given by 
Inequality (14). 

∑J

j=1
NTuijt ≤ NTAuijt, ∀i, t, u (14)    

6 The ending inventory, Ef
it, at depot i on day t is equal to the total 

quantity of waste in depot i minus the quantity of waste leaving 
this depot on the same day, or Eq. (15) 

Qit − Qout
it = Ef

it,∀i, t (15)   

7 The ending inventory, Ef
it, at depot i should not exceed the per-

centage, λ, of the total waste which enters this depot as given in 
Inequality (16). 

Ef
it ≤ λ ×

∑H

h=1
Qhit, ∀i, t (16)    

8 The total quantity, Qjt, of waste at collection station j on day t 
cannot exceed its capacity, Cj, as shown by Inequality (17). 

Qjt ≤ Cj, ∀j, t (17)    

9 The quantity of waste, Qijt, at collection station j on day t is equal 
to the waste transported quantity to collection station j from 
depot i on day t plus the beginning inventory, Eb

j(t-1), at collection 
station j from previous day (t-1) as shown in Eq. (18). 

∑I

i=1
Qijt + Eb

j(t− 1) = Qjt, ∀j, t (18)    

10 A certain proportion, RL, of the waste transported from depot i to 
collection station j goes to landfills as given in Eq. (19). 

RL ×
∑I

i=1
Qijt =

∑L

l=1
Qjlt,∀j, t (19)    

11 Let NTAujlt denotes the number of available trips by truck type u 
on day t from collection station j to landfill l. The quantity 
transported from collection station j to landfill l on day t must not 
exceed the capacity of the available trips as stated in Formula 
(20). 

∑L

l=1
Qjlt ≤

∑U

u=1
NTAujlt ×Ru,∀j, t (20)    

12 The waste quantity enters landfill l from collection station j on 
day t is equal to the waste quantity, Qout

jlt, that leaves collection 
station j towards landfill l as stated in Eq. (21). 

∑L

l=1
Qjlt =

∑L

l=1
Qout

jlt ,∀j, t (21)    

13 Let NTAujrt denotes the number of available trips on day t from 
collection station to recycling center r by truck u. The quantity 
transported from collection station j to recycling center r on day t 
cannot exceed the capacity of the available trips as given in Eq. 
(22). 

∑R

r=1
Qjrt ≤

∑U

u=1
NTAujrt ×Ru,∀j, t (22)   

14 The quantity of waste that enters recycling center r from collec-
tion station j on day t, is equal to the quantity of waste, Qout

jrt, that 
leaves collection station j towards R recycling centers on day t as 
stated in Eq. (23). 

∑R

r=1
Qjrt =

∑R

r=1
Qout

jrt ,∀j, t (23)    

15 The ending inventory, Ef
jt, at collection station j on day t is equal 

to the total quantity of waste in J collection stations minus the 
quantity of waste leaving the collection stations to R recycling 
centers and L landfills on the same day t as given in Eq. (24). 

Qjt −
∑R

r=1
Qout

jrt −
∑L

l=1
Qout

jlt = Ef
jt, ∀j, t (24)    

16 The number of trips to L landfills and R recycling centers on day t 
does not exceed the number of available trips on the same day as 
given in inequalities (25a) and (25b), respectively. 

∑L

l=1
NTujlt ≤ NTAujlt,∀u, j, l, t (25a)  

∑R

r=1
NTujrt ≤ NTAujrt, ∀u, j, r, t (25b)    

17 The ending inventory, Ef
jt, at collection station j cannot exceed 

the ratio λ of the total waste which enters that collection station j 
from all I depots as stated in Eq. (26). 

Ef
jt ≤ λ ×

∑I

i=1
Qijt,∀j, t (26)    

18 The quantity of waste, Qlt, at landfill l on a given day t is equal to 
the sum of total quantity of waste, Qjlt, transported from all J 
collection stations to landfill l plus the beginning inventory, Eb

l 

(t-1) at landfill l from previous day as given in Eq. (27). 

∑J

j=1
Qjlt + Eb

l(t− 1) = Qlt, ∀l, t (27)    

19 The total waste quantity, Qlt, at landfill l at any given day t, 
cannot exceed the landfill’s capacity, Cl, as stated in Formula 
(28). 

Qlt ≤ Cl,∀l, t (28)  
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20 The quantity of waste, Qjrt, at recycling center r on day t is equal 
to the sum of total waste quantity transported to recycling center 
r from all J collection stations and the beginning inventory, Eb

r 

(t-1), at recycling center r from previous day t-1 as given in Eq. 
(29). 

∑J

j=1
Qjrt + Eb

r(t− 1) = Qrt,∀r, t (29)    

21 The total waste quantity, Qrt, at recycling center r on day t cannot 
exceed its capacity, Cr, as stated in Inequality (30). 

Qrt ≤ Cr, ∀r, t (30)    

22 Let NTAurmt denotes the number of available trips by truck u on 
day t from recycling center r to anaerobic digestion plant m. The 
quantity transported from recycling center r to M anaerobic 
digestion plants on day t by U truck types cannot exceed the ca-
pacity of the available trips as stated in Inequality (31). 

∑M

m=1
Qrmt ≤

∑U

u=1
NTAurmt ×Ru, ∀r,m, t (31)    

23 To ensure efficiency, the total waste quantity transported from 
recycling center r to anaerobic digestion plant m on day t, is equal 
to the waste quantity, Qout

rmt, leaving from recycling center r on 
the same day as stated in Eq. (32). 

∑M

m=1
Qrmt =

∑M

m=1
Qout

rmt,∀r, t (32)    

24 A certain proportion RR of the quantity of the waste transported 
from J collection stations to recycling center r on day t generates 
revenue, REVt, as given in Eq. (33). 

RR ×
∑J

j=1
Qjrt = REVt,∀r, t (33)    

25 The ending inventory, Ef
rt, at recycling center r on day t is equal to 

the total quantity of waste at recycling center, r, minus both the 
quantity of waste leaving that recycling center to anaerobic 
digestion plant m and the quantity used to generate revenues on 
the same day. Mathematically as stated in Eq. (34). 

Qrt −
∑M

m=1
Qout

rmt − REVt = Ef
rt, ∀r, t (34)    

26 The number of trips to anaerobic digestion plant on any given day 
t, does not exceed the number of available trips on the same day 
as stated in Eq. (35). 

∑M

m=1
NTurmt ≤ NTAurmt,∀r,m, t (35)    

27 The ending inventory, Ef
rt, at recycling center r on day t cannot 

exceed the ratio λ of the total waste which enters the recycling 
center as mentioned in Formula (36). 

Ef
rt ≤ λ ×

∑J

j=1
Qjrt,∀r, t (36)    

28 The quantity of waste at anaerobic digestion plant m on day t is 
equal to the sum of total quantity of waste transported to 
anaerobic digestion plant m from R recycling centers and the 
beginning inventory at anaerobic digestion plant m, Eb

m(t-1), from 
previous day t-1 as expressed in Eq. (37). 

∑R

r=1
Qrmt + Eb

m(t− 1) = Qmt,∀m, t (37)    

29 The quantity of waste at anaerobic digestion plant m cannot 
exceed the capacity of the mth anaerobic digestion plant, Cm, as 
explained in Inequality (38). 

Qmt ≤ Cm,∀m, t (38)    

30 On any given day t, transported waste from depot i to collection 
station j must not exceed the capacity of the available trips by U 
truck types from all I depots to collection station j on the same 
day, as shown in Inequality (39). 

∑U

u=1

∑I

i=1
NTuijt ×Ru ≥

∑I

i=1
Qijt, ∀j, t (39)    

31 On day t, the transported waste from J collection stations to the 
landfill l must not exceed the capacity of the available trips from 
all collection station to landfill l by U truck types on the same day, 
as shown in Formula (40). 

∑U

u=1

∑J

j=1
NTujlt ×Ru ≥

∑J

j=1
Qjlt, ∀l, t (40)    

32 On day t, the capacity of the number of trucks which shall 
transport the waste from J collection stations to recycling center r 
on day t by U trucks must be greater than or equal to the quantity 
of waste transported from J collection stations to recycling center 
r by U truck types on the same day, as given in Inequality (41). 

∑U

u=1

∑J

j=1
NTujrt ×Ru ≥

∑J

j=1
Qjrt,∀r, t (41)   

Fig. 3. Trapezoidal membership function for utilization of collection stations.  
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33 The capacity of the number of trucks, NTurmt, used to transport
waste from R recycling centers to anaerobic digestion plant m on 
day t must be greater than or equal to the quantity of waste 
transported from R recycling centers to digestion plant m by u 
truck types, as shown in the Inequality (42). 

∑U

u=1

∑R

r=1
NTurmt ×Ru ≥

∑R

r=1
Qrmt,∀m, t (42)    

34 Some variables should be integers and always positive as stated 
Inequality (43). 

NTuijt, NTujrt,NTujlt,NTurmt ≥ 0 & Integer,∀u, i, j, l, r,m, t (43)   

3.2. Satisfaction on utilization of collection stations 

The aim of this satisfaction model is to maximize the daily utilization 
of collection stations while processing waste quantities. Let the upper 
and lower limits of the preferable target of quantities be denoted by Qu

j 
and Ql

j, respectively. Let Δ−
j and Δ+

j denote the maximum negative and 
positive allowable deviation from the preferable quantity target at 
collection station j, respectively. Also, let δ− j and δ+j denote any negative 
or positive deviation from the preferable quantity target at collection 
station j, respectively. Considering the capacity and costs issues at 
collection stations, the utilization of any collection station should range 
between averages of daily quantity of 150 to 200 ton and hence results in 
100% satisfaction on utilization. However, quantities fall beyond Qu

j or 
below Ql

j will incur overtime or under time costs, respectively. The 
trapezoidal membership function for collection station j, ηj, shown in 
Figure 3 is, therefore, found appropriate for measuring the satisfaction 
level on utilization of collection stations. If the transported quantity, Qijt, 
to collection station j on day t falls within the preferable limits, then the 
satisfaction on utilization of collection station j will be 100%. 

The objective function is then to maximize the sum of the member-
ship functions of utilization at J collection stations as formulated in 
Formula (44). 

Max
∑J

j=1
ηj (44) 

The objective function in Formula (44) is subjected to the following 
constraints:  

a The amount of any negative deviation, δ− j and is how far is the 
transported quantity from the lower limit as shown in Inequality 
(45). 

∑I

i=1
Qijt + δ−j ≥ Δ−

j , ∀j, t (45)   

b The amount of any positive deviation, δ+j, is how far is the trans-
ported quantity from the upper limit as given in Formula (46). 

∑I

i=1
Qijt − δ+j ≥ Δ+

j , ∀j, t (46)    

c The value of the utilization membership function is calculated using 
Eq. (47). 

ηj +
δ−j
Δ−

j
+

δ+j
Δ+

j
= 1,∀j (47)    

d The value of the membership function should not be lower than the 
minimum required utilization, θj, of collection station j as stated in 
Inequality (48). 

ηj ≥ θj,∀j (48)    

e The ranges of the negative and positive deviations are decided as 
given in inequalities (49) and (50), respectively. 

0 ≤ δ−j ≤ Δ−
j ,∀j (49)  

0 ≤ δ+j ≤ Δ+
j ,∀j (50)   

3.3. Satisfaction on utilization of recycling centers 

The goal of this model is to maximize the membership function of the 
utilization of the recycling centers while processing waste quantities on 
day t. If the quantities transported, Qjrt, to recycling center r on day t are 
within the preferable target, then the utilization membership function, 
ηr, of the recycling centers will be 100%. Let the upper and lower limits 
of the preferable target of quantities be denoted by Qu

r and Ql
r, 

respectively. Let Δ−
r and Δ+

r denote the maximum negative and positive 
allowable deviation from the preferable quantity target at recycling 
center r, respectively. Also, let δ− r and δ+r denote any negative or pos-
itive deviation from the preferable quantity target at recycling center r. 
The objective function is to maximize the satisfaction on the utilization 
of the R recycling centers for processing waste as stated in Formula (51). 

Max
∑R

r=1
ηr (51) 

The objective function is subjected to the following constraints:  

i The amount of any negative deviation, δ− r, at recycling center r is 
how far is the transported quantity from J collection stations from 
the lower limit as in Inequality (52). 

∑J

j=1
Qjrt + δ−r ≥ Δ−

r ,∀r, t (52)    

ii The amount of any positive deviation, δ+r, at recycling center r for is 
how far is the transported quantity J collection stations from the 
upper limit. That is stated in Eq. (53). 

∑J

j=1
Qjrt − δ+r ≥ Δ+

r ,∀r, t (53)    

iii The value of the utilization membership function at recycling center 
r is calculated using Eq. (54). 

ηr +
δ−r
Δ−

r
+

δ+r
Δ+

r
= 1, ∀r (54)   

iv The membership function value should not be lower than the mini-
mum required utilization, θr, of recycling center r as stated in Eq. 
(55). 

ηr ≥ θr,∀r (55)   

v The range of the negative and positive deviations are shown in in-
equalities (56) and (57), respectively. 
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0 ≤ δ−r ≤ Δ−
r , ∀r (56)  

0 ≤ δ+r ≤ Δ+
r , ∀r (57)   

The complete optimization model is formulated by combining the 
presented three models: minimizing both total cost and GHG emission 
and maximizing satisfaction membership functions for the utilization of 
collection stations and recycling centers. 

4. Analysis and results

A selected area in Amman, the capital of Jordan, was mainly
considered to test the validity of the modelling contribution developed 
in this study. The population of the selected area is 250 thousand and the 
waste production per capita is 1.4 kg/day. On average, the collected 
waste per year is 120 thousand tons. This case study considers two de-
pots (I =2), three collection stations (J=3), three recycling centers (R 
=3), one landfill (L =1), and a single anaerobic digestion plant (M =1) as 
represented on the QGIS map in Fig. 4. 

Three types of trucks (U = 3) will be used to transport the waste 
quantities. Table 1 displays the general model parameters [1, 3], 
including fixed and variable costs for all stages with their capacities, the 
environmental parameters, and distances measured using QGIS soft-
ware. Due to insufficient database about GHG emissions and costs for 
MSW management system in Jordan, the parameters values, such as, the 
operational costs (fixed and variable costs) and GHG emissions from 
trucks and facilities were adopted from some related studies [3]. 

The waste is tracked over a period of 6 days (T =6). The beginning 
inventories are zeros for all stages. The quantities that entered the de-
pots on days (t= 1) to (t= 6) are 650, 440, 440, 710, 750, and 550 tons, 
respectively. Solving the proposed model using Lingo 18.0 software 
(Processor: Intel (R) Core (TM) i7-7700U; CPU @ 3.60 GHz, 3.60 GHz), 
the obtained optimal results for transported quantities and ending in-
ventories for all stages were calculated by the model as displayed in 
Table B-1 shown in Appendix B. Given a certain number of available 
trips, NTA, the model calculates the optimal number of trips needed by 
each truck types (R1, R2, R3) to transport all the waste. The obtained 
optimal trip numbers between stages are displayed in Table B-2 in 
Appendix B. 

4.1. Results of optimization model 

The optimal total cost of the system over six-day period was calcu-
lated for each stage and then displayed in Table 2. It is found that the 
average processing cost was 165.22 $/ton. From Table 2, collection 
center 1 on average over 6 days incurred variable costs, TVC, 2528.84 

Fig. 4. Representation of case study on QGIS map.  

Table 1 
Values of model parameters.  

Depot Anaerobic digestion plant (ADP) 
Parameter Value Parameter Value 

Fixed cost, FCi 75 ($) Fixed cost, FCm 250 ($) 
Variable cost - Variable cost, vm 8 ($/ton) 
Capacity, Ci 32000 (tons) Capacity, Cm 10000 (tons) 
GHI 0.9 (g/km) GHM 6.9 (g/km) 
Landfill (L) Recycling center (RC) 
Fixed cost, FCl 100 ($) Fixed cost, FCr 200 ($) 
Variable cost, vl 4.5 ($/ton) Variable cost, vr 7 ($/ton) 
Capacity, Cl 1000000 (tons) Capacity, Cr 20000 (tons) 
GHL 0.6 (g/km) GHR 6.8 (g/km) 
Collection station (CS) Distances 
Fixed cost, FCj 150 ($) dij 30 (km) 
Variable cost, vj 5 ($/ton) djl 29 (km) 
Capacity, Cj 32000 (tons) djr 25 (km) 
GHJ 5.2 (g/km) drm 35 (km) 
R1 10 (tons) GH1 1.30 (g/km) 
R2 8 (tons) GH2 1.26 (g/km) 
R3 4 (tons) GH3 1.18 (g/km) 
τ 0.61 ($/L) ∝ 0.3 ($/km × g) 
Δ−

j 250 (tons) Δ+
j 100 (tons) 

Δ−
r 20 (tons) Δ+

r 150 (tons) 
θj 0.8 θr 0.9 
Qu

j 200 (tons) Ql
j 150 (tons) 

Qu
r 70 (tons) Ql

r 100 (tons) 
RR 0.25 RL 0.2  
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($/day); thus, collection center 1 required higher variable costs with 
respect to collection station 2 and 3. Conversely, collection center 3 on 
average required lower variable costs, 1442.10 ($/day). However, the 
highest variable cost, TVC, in the system was incurred in aerobic 
digestion plant on average with 4481.35 ($/day); because of high-tech 
operations are needed to process waste at such plants. Moreover, on 
average landfills required the lowest variable costs in the system 476.57 
($/day). 

On the other hand, the total transportation costs, TQC, were slightly 
different on average over six-day period for all stages. The close TQC 
results was incurred due to insignificant differences between distances 
of the trips. However, depot 1 incurred the highest TQC over the six days 
with average of 1726.20 ($/day). While recycling centers incurred on 
average the lower TQC, especially recycling center 3 which required 
570.12 ($/day). In addition, it is noticed that the fuel consumption costs 
for trucks, TTC, will not seriously change over time except for uncon-
ditional incidents. On average, the TTC costs were changed from 119.44 
($/day) in recycling center 3 to 382.47 ($/day) in depot 1. 

Finally, the emissions resulting from processing and transporting 
waste in the waste management system were estimated and displayed in 
Table 3, where it is noted that the average emission from depots, 
collection stations, and recycling centers is 16.82 kg/day. The higher 
emissions were emitted from recycling centers 60211.60 g; because of 
the advanced processes applied in recycling centers. In contrast, at the 
depots the waste does not require advance processes, so the emissions 
were 12649.20 g. These values can provide valuable information to 
transportation planning engineering on the effect of system emission on 
environment sustainability. 

The utilization results for all collection stations and recycling centers 
over six-day period are displayed in Table 4. It is noted that the smallest 
satisfaction values for collection stations and recycling centers are 80% 
and 90%, respectively, which indicates acceptable utilization. The 
transported quantities for collection station 1 and recycling center 1 
were the highest because the lower transportation costs. Thus, the 
highest average utilization for collection stations was found in collection 
station 1. As well, recycling center 1 achieved the highest utilization. 
The differences in utilization percentages were occurred because of the 
transported quantities. 

The generated energy from processing wastes is different due to the 
operational capacities and waste types. Currently, the ADP are not 
operated in Jordan and there is lack of data about wastes. In similar 
studies, it was reported that the energy potential of 584 tons/day MSW is 

Table 2 
Costs of the system.   

Day Depot Collection station Landfill Recyclingcenter Aerobic Digestion Plant 
1 2 1 2 3  1 2 3 ADP 

TVC ($) 1 - - 2150.00 1200.00 1200.00 409.50 1919.00 1197.00 1206.50 1535.63 
2 - - 2690.00 1560.00 1560.00 809.55 2665.70 2449.10 2220.15 4397.40 
3 - - 2807.00 1681.50 1668.00 206.82 2889.71 2789.01 1863.05 7511.02 
4 - - 2806.02 1670.51 1558.00 306.52 2889.71 2789.01 1863.05 7511.02 
5 - - 2150.00 1355.80 1106.60 417.50 1939.00 1197.00 1206.50 1535.63 
6 - - 2570.00 1560.00 1560.00 709.55 2665.70 2449.10 2220.15 4397.40 

On average ($/day) - - 2528.84 1504.63 1442.10 476.57 2494.80 2145.04 1763.23 4481.35 
TQC ($) 1 1753.50 1449.00 1280.55 792.00 986.40 - 472.50 342.90 285.12 - 

2 1744.05 1392.30 1656.03 1018.80 1255.44 - 742.46 752.76 567.72 - 
3 1681.05 1429.16 348.00 254.84 302.40 - 1105.65 689.58 857.76 - 
4 1744.05 1392.30 1656.03 1018.80 1255.44 - 742.46 752.76 567.72 - 
5 1681.05 1429.16 348.00 254.84 302.40 - 1105.65 689.58 857.76 - 
6 1753.50 1449.00 1280.55 792.00 986.40 - 472.50 342.90 285.12 - 

On average ($/day) 1726.20 1423.49 1094.86 688.55 848.08 - 773.54 595.08 570.12 - 
TTC ($) 1 389.39 320.43 279.29 172.63 216.00 - 108.89 80.52 66.43 - 

2 385.31 309.91 372.92 236.68 279.08 - 166.53 164.70 132.86 - 
3 374.75 315.25 335.50 226.55 261.26 - 187.88 148.84 159.03 - 
4 374.75 315.25 335.50 226.55 261.26 - 166.53 164.70 132.86 - 
5 385.31 309.91 279.29 172.63 216.00 - 187.88 148.84 159.03 - 
6 385.31 309.91 372.92 236.68 279.08 - 108.89 80.52 66.43 - 

On average ($/day) 382.47 313.44 329.24 211.95 252.11 - 154.43 131.35 119.44 -  

Table 3 
Total emissions resulting from system.  

Stage Component Sources Total (g) 

Depots Depot 1 Emissions (g) 1851.30 
Emissions from NTijt (g) 5223.04 

Depot 2 Emissions (g) 1596.60 
Emissions from NTijt (g) 3978.20 

Total ¼ 12649.20 
Collection Station 

(CS) 
CS1 Emissions (g) 7952.88 

Emissions from NTjlt and 
NTjrt (g) 

4452.70 

CS2 Emissions (g) 4619.16 
Emissions from NTjlt and 
NTjrt (g) 

2876.58 

CS3 Emissions (g) 4605.12 
Emissions from NTjlt and 
NTjrt (g) 

3251.80 

Total¼ 27758.20 
Landfill L1 Emissions 323.44 
Recycling Center 

(RC) 
RC1 Emissions (g) 5350.10 

Emissions from NTrmt (g) 1974.00 
RC2 Emissions (g) 4606.18 

Emissions from NTrmt (g) 1915.60 
RC3 Emissions (g) 3786.30 

Emissions from NTrmt (g) 1525.92 
Total ¼ 60211.60 

Anaerobic digestion 
plant 

ADP Emissions (g) 3024.70 

The average amount of emissions from the system over 6 days 16820 g/ 
day  

Table 4 
Utilization results for collection stations and recycling centers.  

Utilization in Collection Stations 
Day (t) 1 2 3 4 5 6 On average 

CS1 93% 98% 100% 84% 88% 89% 92% 
CS2 80% 80% 81% 89% 83% 87% 83% 
CS3 80% 80% 80% 90% 90% 81% 84% 
Utilization in Recycling Centers 
Day (t) 1 2 3 4 5 6 On average 
RC1 99% 90% 90% 95% 96% 96% 94% 
RC2 90% 94% 92% 91% 95% 93% 93% 
RC3 91% 98% 90% 94% 92% 92% 93%  
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about 3244 MWh, and the electrical power of the same quantity is about 
41 MW whereas the power to grid is about 27 MW [31]. Table 5 sum-
marized the expected generated energy from the transported quantities 
to ADP. 

4.2. Sensitivity analysis 

Further analysis was conducted on each objective function over six- 
day period. The beginning inventories are zero for all stages on the first 
day. The quantities that entered the depot are 650, 440, 440, 710, 750, 
and 550 tons on days 1 to 6, respectively. When the objective function 
only considered minimizing the GHG emissions (case 2) from waste 
transportation, the average GHG emissions per day are 14.21 kg/day. 
However, the average processing cost incurred is 138.78 $/ton and the 
average quantity transferred to the anaerobic digestion plant is 282.52 
ton/day. A comparison between the total emissions is displayed in  
Fig. 5. In this case 2, the optimization model only aims to minimize the 
GHG emissions. In all days, the total emissions were slightly reduced. 
The results showed a reduction of GHG emissions by 0.05, 0.83, 0.59, 
1.21, 1.44, and 3.07 kg over six-day period, respectively. 

However, when only minimizing total costs (case 3) was considered 
as the objective function, the average processing cost over six-day period 
is 155.91 $/ton. While the average GHG emissions per day are 19.40 kg/ 
day and the average quantity transferred to the anaerobic digestion 
plant is 298.76 ton/day. A comparison between the optimal costs is 
displayed in Fig. 6, where it is noticed that the incurred costs fluctuated 
between 257.82 ($/ton) on day 3 and 90.70 ($/ton) on day 5. The 
largest cost reduction was achieved in day 3 by 49.5 ($/ton). On the 
other hand, the smallest reduction was found to be 0.68 ($/ton) in day 6. 
The rates of cost reduction over the 6 days change in response to the 
transported quantities, and transportation. 

Finally, when solving the model to maximize the total quantities only 
(case 4), and the average quantity transferred to the anaerobic digestion 
plant over the six-day period is 451.22 ton/day, while the average 
processing cost is 236.73 $/ton and the average GHG emissions are 
20.64 kg/day. A comparison between the total quantities transported is 
displayed in Fig. 7. The objective function in case 4 was aimed to 
maximize the total transported quantities to ADP. Mostly, over the six- 
day period the transported quantities to ADP were increased. For 
example, an increasing by 4.82, 5.31, and 30.81 ton were achieved in 
days 1, 5, and 6, respectively. 

Table 6 shows a comparison between all case studies with respect to 
the objective functions (Total costs, GHG emissions, and Transported 
quantities). In conclusion, the introduced optimization model is not 

Day (t) Entering Q, Qrmt Energy potential (MWh) Electrical power (MW) Power to grid (MW) 

1 102.38 568.70 7.19 4.73 
2 190.79 1059.80 13.39 8.82 
3 207.57 1153.01 14.57 9.60 
4 250.62 1392.14 17.59 11.59 
5 294.9 1638.11 20.70 13.63 
6 289.19 1606.39 20.30 13.37 
On average 222.58 1236.36 15.63 10.29  

Fig. 5. Comparison between total emissions for Case 1 and Case 2.  

Fig. 6. Comparison between costs for Case 1 and Case 3.  

Fig. 7. Comparison between the quantities for Case 1 and Case 4.  

Table 6 
Comparison between all applied case studies.  

Case study Total 
costs 
($/ton) 

Total GHG 
emissions (kg/ 
day) 

The transported 
quantities (ton/ 
day) 

Case 1 (All objective 
functions were 
considered) 

165.22 16.82 222.58 

Case 2 (Minimizing 
GHG emissions only) 

138.78 14.21 282.52 

Case 3 (Minimizing 
incurred costs only) 

155.91 19.4 298.76 

Case 4 (Maximizing the 
transported 
quantities only) 

236.73 20.64 451.22  

.

Table 5 
The expected generated energy in ADP.  
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Day (t) Day 1 Day 2 Day 3 
Depot Depot 1 Depot 2 Depot 1 Depot 2 Depot 1 Depot 2 

Beginning Inv., Eb
i(t− 1) 0.00 0.00 105.00 90.00 103.50 87.00 

Entering Q, Qhit 350.00 300.00 240.00 200.00 230.00 210.00 
Q in depot, Qit 350.00 300.00 345.00 290.00 333.50 297.00 
Exiting Q, Qit

out 245.00 210.00 241.50 203.00 233.45 207.90 
Ending Inv., Ef

it
105.00 90.00 103.50 87.00 100.05 89.10 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

i(t− 1) 100.05 89.10 123.02 146.73 141.90 164.02 

Entering Q, Qhit 310.00 400.00 350.00 400.00 250.00 300.00 
Q in depot, Qit 410.05 489.10 473.02 546.73 391.90 464.02 
Exiting Q, Qit

out 287.04 342.37 331.11 382.71 274.33 324.81 
Ending Inv., Ef

it
123.02 146.73 141.90 164.02 117.57 139.21 

Day (t) Day 1 Day 2 Day 3 
Collection Center CS1 CS2 CS3 CS1 CS2 CS3 CS1 CS2 CS3 
Beginning Inv., Eb

j(t− 1) 0.00 0.00 0.00 64.50 36.00 36.00 80.70 46.80 46.80 

Entering Q, Qijt 215.00 120.00 120.00 204.50 120.00 120.00 199.45 121.90 120.00 
Q in collection, Qjt 215.00 120.00 120.00 269.00 156.00 156.00 280.15 168.70 166.80 
Q to landfill, Qjlt 43.00 24.00 24.00 40.90 24.00 24.00 39.89 24.38 24.00 
Q to recycling, Qjrt 107.50 60.00 60.00 147.40 85.20 85.20 128.20 76.84 76.08 
Ending Inv., Ef

jt
64.50 36.00 36.00 80.70 46.80 46.80 112.06 67.48 66.72 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

j(t− 1) 112.06 67.48 66.72 93.62 80.37 88.72 89.23 102.11 101.61 

Entering Q, Qijt 200.00 200.41 229.00 203.82 260.00 250.00 200.15 200.00 199.00 
Q in collection, Qjt 312.06 267.89 295.72 297.44 340.37 338.72 289.38 302.11 300.61 
Q to landfill, Qjlt 62.41 53.58 59.14 59.49 68.07 67.74 57.88 60.42 60.12 
Q to recycling, Qjrt 156.03 133.94 147.86 148.72 170.18 169.36 144.69 151.05 150.31 
Ending Inv., Ef

jt
93.62 80.37 88.72 89.23 102.11 101.61 86.81 90.63 90.18 

Day (t) Day 1 Day 2 Day 3 
Landfill L1 L1 L1 
Beginning Inv., Eb

l(t− 1) 0.00 91.00 179.90 

Entering Q, Qjlt 91.00 88.90 88.27 
Q in landfill, Qlt 91.00 179.90 268.17 
Ending Inv., Ef

lt
91.00 179.90 268.17 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

l(t− 1) 268.17 443.30 638.61 

Entering Q, Qjlt 175.13 195.30 178.42 
Q in landfill, Qlt 443.30 638.61 817.03 
Ending Inv., Ef

lt
443.30 638.61 817.03 

Day (t) Day 1 Day 2 Day 3 
Recycling Center RC1 RC2 RC3 RC1 RC2 RC3 RC1 RC2 RC3 
Beginning Inv., Eb

r(t− 1) 0.00 0.00 0.00 30.00 19.05 19.20 42.00 37.46 36.36 

Entering Q, Qjrt 100.00 63.50 64.00 110.00 110.00 97.80 109.92 63.00 108.20 
Q in recycling, Qrt 100.00 63.50 64.00 140.00 124.85 121.20 151.92 100.46 144.56 
REVt 25.00 15.88 16.00 27.50 26.45 25.50 27.48 15.75 27.05 
Q to plant, Qrmt 45.00 28.58 28.80 70.50 60.95 59.34 78.86 54.57 74.14 
Ending Inv., Ef

rt
30.00 19.05 19.20 42.00 37.46 36.36 45.58 30.14 43.37 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

r(t− 1) 45.58 30.14 43.37 43.67 50.39 73.01 73.10 45.12 78.38 

Entering Q, Qjrt 100.00 137.83 200.00 200.00 100.00 188.26 106.00 200.05 140.00 
Q in recycling, Qrt 145.58 167.97 243.37 243.67 150.39 261.27 179.10 245.17 218.38 
REVt 36.40 41.99 60.84 60.92 37.60 65.32 44.78 61.29 54.60 
Q to plant, Qrmt 65.51 75.59 109.52 109.65 67.68 117.57 80.60 110.33 98.27 
Ending Inv., Ef

rt
43.67 50.39 73.01 73.10 45.12 78.38 53.73 73.55 65.51 

Day (t) Day 1 Day 2 Day 3 
Anaerobic digestion plants M1 M1 M1 
Beginning Inv., Eb

m(t− 1) 0.00 102.38 293.16 

Entering Q, Qrmt 102.38 190.79 207.57 
Q in plant, Qmt 102.38 293.16 500.73 
Ending Inv., Ef

mt
102.38 293.16 500.73 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

m(t− 1) 500.73 751.35 1046.25 

Entering Q, Qrmt 250.62 294.90 289.19 
Q in plant, Qmt 751.35 1046.25 1335.44 
Ending Inv., Ef

mt
751.35 1046.25 1335.44  

.

Table B-1 
Optimal waste quantities to be transported (tons).  
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biased for specific objective function. Moreover, the formulated con-
straints should control the absence of any eliminated objective function. 
Case 1 (all objective functions were considered) showed more moderate 
results. Although case 2 (minimizing GHG emissions only) presented 
more optimal results in costs, GHG emissions, and transported quanti-
ties; but because the higher transported quantities that exceeded the 
preferable limits the utilization of collection stations and recycling 
centers were decreased. In case 3 (minimizing incurred costs only), with 
enforcing the optimization model to minimize the incurred costs only; it 
showed a good response but with higher GHG emissions. For case 4 
(maximizing the transported quantities only), in response to the objec-
tive function high quantities were transported without restrictions on 
costs and GHG emissions. 

5. Conclusions

MSW management system is a crucial public health service, which
requires instant and powerful attention from decision makers during and 
aftermath of the COVID-19 crisis. However, the COVID-19 crisis has 
affected the industries on many levels. The volume of recyclable wastes 
was significantly increased during COVID-19 outbreak especially in the 
lockdown periods. Then, the decision makers should respond to this 
public health emergency by improving the MSW management system. 
Consequently, the objective of this article was to establish a more effi-
cient MSW management system which maximizes the percentage of 
waste transported from depots to anaerobic digestion plants for recovery 
and recycling using mathematical optimization model. The model was 

built to maximize waste transported while minimizing both trans-
portation costs and greenhouse gas emissions using different types of 
available trucks and ensuring sufficient utilization of the system. Results 
showed that, a quantity of 3540 tons of waste was assumed to enter the 
depot over a period of six-days. Accordingly, the model determined that 
an optimal quantity of waste could be transported from all depots to 
anaerobic digestion plants using 686 trips out of 1026 available trips 
with minimal environmental impacts. Revenues could be generated 
using 670.35 tons of non-organic recyclable waste. 

In addition, the average optimal quantity which entered the anaer-
obic digestion plant was 222.58 ton/day of waste and this could 
potentially generate approximately 1236.36 MWh of energy potential, 
15.63 MW of electrical power, and 10.29 MW power to grid. The min-
imal average system cost of this would be 165.22 $/ton. With the aid of 
the recommended waste management system and its optimization 
model, the public municipalities could utilize research results in devel-
oping effects plans that lead to reduce SWM transportations costs and 
enhance facilities utilization. In addition, the proposed optimization 
models supports building a sustainable MSW system that is valuable 
under normal and unexpected conditions; such as, COVID-19 outbreak. 
More importantly, 1 MW of electricity can be generated for each 50 tons 
of waste thus contributing to the major goal of the “green city” concept, 
which are found consistent with the obtained results by relevant studies 
on the same field. Future research considers analyzing the MSW system 
over longer periods with separation process at the source and stochastic 
collected quantities. 

Depot to collection station 
Day (t) Day 1 Day 2 Day 3 

Depot i Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Depot 1 (12,15,4) (12,15,2) (12,12,10) (12,12,7) (14,12,6) (14,12,0) 
Depot 2 (16,15,4) (13,10,0) (16,9,4) (14,8,0) (14,12,4) (12,11,0) 
Day (t) Day 4 Day 5 Day 6 
Depot 1 (14,12,6) (14,12,0) (16,15,4) (13,10,0) (16,9,4) (14,8,0) 
Depot 2 (12,15,4) (12,15,2) (14,12,4) (12,11,0) (12,12,10) (12,12,7) 
Collection station (CS) to Landfill 
Day (t) Day 1 Day 2 Day 3 
CS j Available Trips 

(R1, R2, R3) 
Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

CS1 (4,3,0) (2,3,0) (2,3,0) (2,3,0) (4,3,4) (4,0,0) 
CS2 (4,2,4) (2,0,1) (2,0,4) (2,0,1) (6,0,0) (3,0,0) 
CS3 (4,3,0) (0,3,0) (4,6,0) (0,3,0) (2,6,4) (0,3,0) 
Day (t) Day 4 Day 5 Day 6 
CS1 (6,0,0) (3,0,0) (2,6,4) (0,3,0) (4,6,0) (0,3,0) 
CS2 (4,3,0) (0,3,0) (4,2,4) (2,0,1) (2,3,0) (2,3,0) 
CS3 (2,0,4) (2,0,1) (4,3,4) (4,0,0) (4,3,0) (2,3,0) 
Collection station (CS) to Recycling Centers (RCs) 
Day (t) Day 1 Day 2 Day 3 
CS j Available Trips 

(R1, R2, R3) 
Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

CS1 (4,3,12) (4,3,11) (10,6,4) (10,6,0) (14,3,0) (13,0,0) 
CS2 (4,0,12) (4,0,5) (10,0,0) (9,0,0) (6,6,9) (5,3,1) 
CS3 (4,3,8) (4,2,1) (8,3,0) (7,2,0) (8,0,4) (8,0,0) 
Day (t) Day 4 Day 5 Day 6 
CS1 (10,0,0) (9,0,0) (4,3,12) (4,3,11) (8,3,0) (7,2,0) 
CS2 (6,6,9) (5,3,1) (4,3,8) (4,2,1) (4,0,12) (4,0,5) 
CS3 (14,3,0) (13,0,0) (8,0,4) (8,0,0) (10,6,4) (10,6,0) 
Recycling centers to Anaerobic digestion plants 
Day (t) Day 1 Day 2 Day 3 
RC r Available Trips 

(R1, R2, R3) 
Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

RC1 (0,6,9) (0,6,0) (4,4,3) (4,4,0) (8,6,0) (8,0,0) 
RC2 (0,2,4) (0,2,4) (8,2,2) (5,1,1) (8,2,2) (4,2,0) 
RC3 (4,4,6) (3,0,0) (6,0,0) (6,0,0) (3,10,4) (2,7,0) 
Day (t) Day 4 Day 5 Day 6 
RC1 (8,2,2) (4,2,0) (0,6,9) (0,6,0) (3,10,4) (2,7,0) 
RC2 (8,6,0) (8,0,0) (6,0,0) (6,0,0) (0,2,4) (0,2,4) 
RC3 (4,4,3) (4,4,0) (4,4,6) (3,0,0) (8,2,2) (5,1,1)  

Table B-2 
Optimal number of trips between stages.  
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Appendix A. Nomenclature  

(a) Decision variables

Variable Description 

Qit Waste quantity at depot i on day t. 
Qjt Waste quantity at collection station j on day t. 
Qrt Waste quantity at recycling center r on day t. 
Qlt Waste quantity at the landfill l on day t. 
Qmt Waste quantity at anaerobic digestion plant m on day t. 
Qijt Waste quantity transported from depot i to collection station j on day t. 
Qjrt Waste quantity which is transported from collection station j to recycling center r on day t. 
Qjlt Waste quantity which is transported from collection station j to landfill l on day t. 
Qrmt Waste quantity that is transported from recycling center r to anaerobic digestion plant m on day t. 
NTuijt Number of trips by truck type u from depot i to collection station j on day t. 
NTujrt Number of trips by truck type u from collection station j to recycling center r on day t. 
NTujlt Number of trips by truck type u from collection station j to landfill l on day t. 
NTurmt Number of trips by truck type u from recycling center r to anaerobic digestion plant m on day t. 
REVt Generated revenues on day t. 
Ef

it
Ending inventory at depot i on day t. 

Ef
jt

Ending inventory at collection station j on day t. 

Ef
lt

Ending inventory at landfill l at on day t. 

Ef
rt

Ending inventory at recycling center r on day t. 

Ef
mt

Ending inventory at anaerobic digestion plant m on day t. 
δ−j  Negative deviation from the preferable target for collection station j. 
δ+j  Positive deviation from the preferable target for collection station j. 
δ−r  Negative deviation from the preferable target for recycling center r. 
δ+r  Positive deviation from the preferable target for recycling center r. 
ηj Utilization membership function of collection station j. 
ηr Utilization membership function of recycling center r.    

(a) Model parameters

Parameter Description 

Qhit Quantity of waste transported to depot i from cluster h on day t. 
Eb

i(t− 1) Beginning inventory at depot i on day (t-1). 

Eb
j(t− 1) Beginning inventory at collection station j from previous day (t-1). 

Eb
l(t− 1) Beginning inventory at landfill l from previous day (t-1). 

Eb
r(t− 1) Beginning inventory at recycling center r from previous day (t-1). 

Eb
m(t− 1) Beginning inventory at anaerobic digestion plant m from previous day (t-1). 

Λ Ratio of ending inventory. 
RL A proportion of waste that is moved to L landfill. 
RR A proportion of waste that generates R revenues. 
Ci Capacity of depot i. 
Cj Capacity of collection station j. 
Cl Capacity of landfill l. 
Cr Capacity of recycling center r. 
Cm Capacity of anaerobic digestion plant m. 
NTAuijt Available trips of trucks type u on day t to ship waste from depot i to collection station j. 
NTAujrt Available trips of trucks type u on day t to ship waste from collection station j to recycling center r. 
NTAujlt Available trips of trucks type u on day t to ship waste from collection station j to landfill l. 
NTAurmt Available trips of trucks type u on day t to ship waste from recycling center r to digestion plant m. 
GHI Amount of of GHG emitted from processing one ton of waste (g/ton) at I depots. 

(continued on next page) 
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(continued ) 

Parameter Description 

GHJ Amount of of GHG emitted from processing one ton of waste (g/ton) at J collection stations. 
GHR Amount of GHG emitted from processing one ton of waste (g/ton) at R recycling centers. 
GHL Amount of of GHG emitted from processing one ton of waste (g/ton) at L landfills. 
GHM Amount of of GHG emitted from processing one ton of waste (g/ton) at M digestion plants. 
GHu Amount of of GHG emitted (g/km) from truck type u. 
FCi Fixed cost per day for depot i. 
FCj Fixed cost per day for collection station j. 
FCr Fixed cost per day for recycling center r. 
FCl Fixed cost per day for landfill l. 
FCm Fixed cost per day for anaerobic digestion plant m. 
VCj Variable cost per day at collection station j. 
VCr Variable cost per day at recycling center r. 
VCl Variable cost per day at landfill l. 
VCm Variable cost per day at digestion plant m. 
α Transportation cost ($/ton × km). 
dij Distance travelled from depot i to collection station j. 
djr Distance travelled from collection station j to recycling center, r. 
djl Distance travelled from collection station j to landfill l. 
drm Distance travelled from recycling center r to anaerobic digestion plant m. 
Τ Fuel cost per Litre ($/L). 
TCu Fuel consumption of truck type u. 
Ru Capacity of transportation truck type u. 
Qu

j  Upper limit of the preferable quantity target at collection station j. 

Ql
j Lower limit of the preferable quantity target at collection station. 

Qu
r Upper limit of the preferable quantity target of recycling center r. 

Ql
r Lower limit of the preferable quantity target of recycling center r. 

Δ−
j  Maximum negative allowable deviation from the lower preferable target Ql

j at collection station j. 
Δ+

j  The maximum positive allowable deviation from the upper preferable target Qu
j at collection station j. 

Δ−
r  The maximum negative allowable deviation from the lower preferable target Ql

r at recycling center r. 
Δ+

r  The maximum positive allowable deviation from the upper preferable target Qu
r at recycling center r. 

θj  The minimum required utilization of collection station j. 
θr  Minimum acceptable utilization of recycling center r.  

Appendix B. Table 

Table 
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A fuzzy proximity relation approach for outlier detection in the mixed 
dataset by using rough entropy-based weighted density method 
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A B S T R A C T

Data mining is an emerging technology where researchers explore innovative ideas in different domains, 
particularly detecting anomalies. Instances in the dataset which considerably deviate from others by their 
common patterns are known as anomalies. The state of being ambiguous and not affording certainty of data 
exists in this world of nature. Rough Set Theory is a proven methodology which deals with ambiguity and un-
certainty of data. Research works that have been done until this point were focused on numeric or categorical 
type, which fails when the attributes are mixed type. By using fuzzy proximity and ordering relations, the nu-
merical data has been converted to categorical data. This article presented an idea for detecting outliers in mixed 
data where the weighted density values of attributes and objects are calculated. The proposed approach has been 
compared with existing outlier detection methods by taking the hiring dataset as an example and benchmarked 
with Harvard dataverse datasets to prove its efficiency and performance.   

1. Introduction

Data can be defined as any matter, numerals, or content easily
handled by a system. Nowadays, companies have a huge volume of data 
in various styles and aspects. It comprises operational information such 
as stock and finance, non-operational information like weather fore-
casting and monetary information, and meta information (the infor-
mation about the information itself), like the design of different 
databases or definitions for a word given in a dictionary [3]. Modeling of 
data or providing the link between these objects will provide some in-
formation. The point of sale system provides information regarding 
when the products are sold. The information can be translated into 
knowledge based on previous facts and by future predictions. The point 
of sale system can be improved by knowing the buying behavior of the 
customers. In recent years, massive data acquisition are amassed at the 
supermarkets, images produced by the satellites, and data present in the 
networking system [29] 

A dataset may contain instances that have not adhered to normal 
behavior or deviate from the rest of the objects are termed as outliers 
[11]. A dataset may be comprised of numerical, categorical, or mixed 
types of data. It also alludes to discovering designs in the information 
system that does not adjust to expected behavior. Exceptions have 
likewise been alluded to as abnormalities, dissonant perceptions, 

exemptions, issues, abandons, distortions, commotion, or contaminants 
in various application domains. In earlier days, outliers were discarded 
as noise or exceptions. 

An anomaly may demonstrate wrong information. For instance, the 
information may have been coded mistakenly, or the analysis might not 
have been run accurately[16]. If the outlying point is erroneous, then it 
can be corrected or removed from the dataset. It may not be conceivable 
to decide whether an outlying point has invalid information. If the in-
formation contains critical anomalies, we may need to think about the 
utilization of powerful,measurable systems[6]. But nowadays, much 
importance will be given to identify outliers. Because sometimes it may 
hold some valuable information. It is vital to identify outliers in major 
domains such as criminal activities like misuse of mobile phones and 
credit card activities, pattern recognition of malignant tumors, secured 
communication in the presence of third parties, malfunction of an 
airplane engine, and artificial intelligence [2] 

The intra region anomalies are determined by density-based and 
inter-region anomalies are determined by distance-based methods[10]. 
Also, outliers can be identified in exceptional cases and the generation of 
novel patterns. Mostly clustering techniques provide efficient outlier 
detection rather than classification method. The statistical approach, 
probability model, will also be used to determine outliers[17]. 

Outliers are reported in two categories: the labeled objects are 
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treated as normal objects, and the remaining objects that are not labeled 
are identified as outliers. Each pattern will be assigned an outlier score 
by fixing the threshold value to determine the degree of outliers [18]. 
The similitude of data cannot be correspondingly measured if there 
exists much noise. But the similarity measure and density measure do 
not suit high dimensional data [8]. Nowadays, researchers are focussing 
on detecting outliers in high-dimensional data. Because so many works 
were carried out to detect outliers for qualitative and quantitative data 
[23]. The proposed approach probably suits mixed data with a high level 
of significance. Different methodologies for outlier detection techniques 
are shown in Fig. 1. 

2. Outlier detection method

2.1. Supervised method

This technique displays data uniformity and anomaly. The specialists 
label similar objects and objects that do not coordinate the model of 
ordinary objects as exceptions or outliers [1]. The normal data objects 
appear much than the outlier objects. This method has two classes 
(normal and outliers) which are imbalanced. The small amount of 
sample data taken for training will not suitably be considered for outlier 
distribution. But labeling the true object as an outlier should not be 
allowed. It is more important than outlier detection. 

2.2. Unsupervised methods 

In a few applications, labeling objects as "usual" or "exception" are 
not made. Consequently, an unsupervised learning technique must be 
utilized. Clustering can be done between normal objects and outlier 
objects[9]. Objects which deviate from normal behavior form one 
cluster, and the remaining objects fall into a normal category. The issues 
in unsupervised strategies are sometimes data that does not belong to 
any group might be considered noise but not an outlier[35]. Also, it is 
regularly expensive to design clusters first and to find anomalies. It is 
typically expected that outlier objects are distant than objects which are 
considered to be normal. 

2.3. Semi-supervised methods 

It can be viewed as the utilization of semi-supervised learning 

strategies. In particular, while accessing labeling objects, it can be uti-
lized, or with the closer unlabelled objects that are close by preparing a 
layout for normal objects. The layout of the ordinary object at that point 
can be utilized to identify outliers - the items which do not fit into the 
layout of normal objects are anomalies [4]. To enhance the nature of 
exception location, one can get assistance from models of unsupervised 
strategies. 

3. Rough set theory and fuzzy approximation space

During the 1980s, Zdzislaw Pawlak[27], a Polish mathematician,
developed a mathematical tool called rough sets with lower and upper 
approximation concepts, which have crisp sets. However, it does not 
need any prior or extra information about concerned data. There exists a 
strict association between vague and uncertain data. The rough set 
approach demonstrates a clear association between these two ideas. 
Vagueness is associated with sets, while uncertainty is associated with 
components of sets. The data analysis with rough sets uses decision ta-
bles with structured rows and columns[12]. The columns of a table are 
attributes classified into two groups: condition and decision attributes. 
Each row specifies an object which induces some decision or result. If 
some conditions are satisfied, then the decision rule is certain; other-
wise, it is uncertain. 

It also implicates the thought of similarity. Let us consider the in-
formation table IT=(W, X, Y, Z) where W is the universe which should be 
nonempty, X is the set of attributes, Y and Z are the conditional and 
decisional attributes[13]. The components of W are objects, entities, 
items, or investigations. Attributes are also represented as features, as-
pects, or characteristics. 

Assume S=(V, RT) then the subset Y⫅V and an equivalence relation 
RT∈IND(S). The subsets of X, such as lower and upper approximation, 
are defined as follows: 

RTY = ∪{X∈V/RT: X⫅Y}

RTY = ∪{X∈V/RT: X∩Y=∅}

or
x ∈ RTX if and only if [x]RT ⫅X
x ∈ RTXif andonlyif [x]RT∩

X ∕= 0 

From this, Boundary(X) = RT X -RT X will be called the RT boundary 
of X. The boundary sets are included in the upper approximation but not 
in the lower approximation. Rough sets are defined through the lower 

Fig. 1. Different Methodologies of outlier detection.  
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and upper approximation. Also, a boundary region is a devoid set (RT X 
∕= RT X). 

3.1. Membership relation and approximation 

Membership relation is derived from approximation spaces. Both 
membership and set approximation are related to knowledge only[28]. 
The representation is shown below: 

l∈T Lthenl ∈ TL
lT∈Lthenl ∈ TL 

In which,∈Treads "l surely belongs to L for T" and ∈T, "l possibly 
belongs to L concerning T", is the lower and upper membership relation, 
respectively. Fig. 2 depicts the set approximation. 

3.2. Fuzzy approximation space with Rough Sets 

In general, fuzzy sets are used to handle the issues in understand-
ability of the patterns, incomplete and noisy data, multimedia infor-
mation, and intercommunication between persons resolves quickly 
within the determined time [14]. The minimal and maximal approxi-
mation for a fuzzy set B in Z as the fuzzy sets T ↓B , T ↑ B in Z as 

(T↓B)(r) = infs∈S (R(s, r), A(s))
(T↑B)(r) = sups∈ST(R(s, r), A(s))

T↓B and T↑B can also be determined as how much inclusion Tr in B and 
overlap of Tr and B respectively [10], which is related to r ∈ T ↓ Aonly [r] 
T⫅B and r ∈ T ↑ B only [r]T ∩ B ∕= 0. 

4. Related work

Datasets make different clusters based on different labeling tech-
niques. A data item to be compared with these formed clusters that don’t 
belong to any cluster will be identified as an outlier[7]. For a single class 
classification, a support vector data description (SVDD) method was 
used. It determines a hypersphere that includes all normal data within 
its space. The objects which out lies from the hypersphere are termed 
outliers. In k-means clustering, objects that are found to be similar under 
a feature vector are formed into clusters, and any object that does not 
group under any cluster is outliers. In the local outlier factor method 
(LOF), the relative distance of an object with its neighborhood points is 

to be calculated. If the value has a high deviation, then it is an outlier 
[34]. 

Multivariate Outlier Detection (MOD) is a traditional strategy for the 
detection of outliers. It regularly demonstrates those perceptions that 
are found generally a long way from the focal point of the information 
distributed. A few distance measures are executed for such detection 
[19]. The Mahalanobis distance is an outstanding rule which relies upon 
evaluated parameters of the multivariate distribution. 

The rough membership function also is used to detect outliers from 
the real-world dataset. One of the most popular distance-based ap-
proaches is the Manhattan distance. When the threshold value increases, 
this technique outdoes the performance of statistical approaches and 
distance-based methods. The efficiency can be improved by fixing the 
proper threshold value. The clustering technique provides more accu-
racy than the distance-based approach[37,38]. Small clusters can be 
constructed by using Partitioning Around Medoids (PAM) to detect 
outliers from the dataset. 

In neural networks, the data will be trained and tested. It is used to 
clear the ambiguity in patterns and is also an effective tool to retrieve 
knowledge from large databases. The rough set method with the neural 
network is defined well to handle data mining problems. A back-
propagation algorithm has been employed using rough sets to avoid 
inconsistencies between data. The neural system learning model uses 
backpropagation. Neurobiologists and therapists initially ignited this 
field to create and test neuron’s computational analog. The neural sys-
tem is arranged so that input/yield units are associated with weights 
related to it [25]. 

Backpropagation learns by preparing an informational index of 
tuples iteratively, which contrasts the system’s expectation of an indi-
vidual tuple with the known target. The objective target might be the 
class name known for the preparation tuple (characterization issues) or 
consistent instance (forecast). Each preparation tuple has weights 
altered to limit the error of mean squared value between the system’s 
expectation and the real target instance [20] 

Rough Entropy has been used to measure the uncertainty of data. 
Each object and attribute is calculated with a weighted density value to 
detect outliers. But clustering of data had not been done[21]. The 
clustering approach can be improved by using RKM (rough K-means) 
with a preliminary centroid selection method [22]. Cluster validity 
index will be achieved by improved entropy-based rough K-means 
(ERKM) method. In multi granulation rough sets, the decision was made 
by "OR" instead of "AND" logic. When the two attributes have 

Fig. 2. Set Approximation  
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contradictions and inconsistencies, multi granulation with a rough set 
framework has been used [40]. So that, it needs effective computation. 

The traditional approach of outlier detection was the statistical 
method where it applies to single-dimensional datasets alone. The model 
suitably fits for perceptible real-world datasets where the categorical 
data has been converted into numerical data for the processing of sta-
tistical methods [5]. So it increases the processing time for tangled 
datasets. The simple outlier detection method with no prior information 
needed for the processing of data is the proximity-based technique. But, 
the calculation of distances between all objects results in high expo-
nential growth. The number of objects n and its dimensionality m is 
directly proportional to its time complexity. So it will not be suitable for 
high dimensional data. 

The parametric method is suitable for larger datasets because it has a 
built-in distribution model. If any model fits the prescribed dataset, then 
the outcome will be accurate. The data model grows with paradigmatic 
complexity, not with the size of data. The only condition is the pre-
defined model should be fit for the available dataset. The nonparametric 
methods need prior information to process. 

In some cases, the prior knowledge will not be available, or the 
computation cost will be high[32]. Many datasets use not only a 
determined data model but also follow a random distribution model. It 
may be applicable for regression and principal component analysis 
methods. In the pre-processing stage, parameter settings are to be made, 
and later they should be processed. 

An outer perception, or anomaly, seems to diverge extraordinarily 
from other individuals where it occurs. A perception (or a subset of 
perceptions) gives off an impression of conflicting with the rest of the 
data [24]. Exceptions are defined as the focuses lie outwards from the 
cluster but at the same time are isolated from the noise[30]. Patterns 
with the well-defined notion of normal behavior, which are not 
confirmed, are outliers, and the regions of network structure differs from 
expected under the normal behavior [26]. 

Social network anomaly detection focuses on outlier detection 
techniques developed in machine learning and statistical domains [31]. 
Intrusion detection with anomaly detection was proposed through sys-
tem calls[33]. First, evaluate decision-makers preferences for each 
choice and introduce the concept of pre-decisions, resulting in an 
incomplete fuzzy decision system[43]. Then, using the defined similar-
ity relation, the weighted conditional probabilities are determined. The 
concept of relative utility functions is next introduced, followed by a 
method for determining relative utility function values. Then, in 
incomplete fuzzy decision systems, we build a three-way decision model 
and apply it to the modeling of incomplete multi-attribute decision--
making issues[44]. 

On IFVIS(intuitionistic fuzzy-valued information systems), three 
alternative sorting decision-making procedures include subtracting 

intuitionistic fuzzy numbers, sorting functions, and intimacy coefficients 
[45].We create the outranked set for each alternative and present a 
hybrid information table that includes a Multi-Attribute Decision-Mak-
ing matrix and a loss function table.Multi-attribute decision-making 
(MADM) is a crucial component of modern decision sciences[46]. It 
refers to a decision problem of selecting the best alternative or ranking 
alternatives based on numerous attributes.A three-way decision has 
been included in a multi-scale decision information system, which offers 
a novel approach to addressing multi-attribute decision-making con-
cerns in a multi-scale decision information system[47]. In addition, a 
review has been made for outlier detection using data mining methods. 
The pros and cons of different outlier detection methods are shown in 
Table 1. 

5. Proposed model

Detecting outliers is a major data mining technique that has signif-
icant consideration inside different research groups and application 
domains. Numerous methods have been created to identify outliers but 
only on numerical data. Those methods cannot be applied directly to 
categorical data. So the fuzzy proximity relation is introduced to convert 
numerical data to categorical[36]. Then the Density and uncertainty of 
every object and attribute are calculated. For a stable dataset, the fixa-
tion of the threshold value is high, and for the unstable dataset, the 
lower threshold value is fixed. In this way, outliers are removed 
incredibly to improve the execution of data mining algorithms. In Fig. 3, 
at the pre-processing stage, the mixed data is converted to categorical by 
using fuzzy proximity relation in post-processing. Finally, a rough set 
entropy-based weighted density outlier detection approach is applied to 
determine outliers. 

5.1. Roughset entropy-based weighted density outlier detection algorithm 

A dataset may include missing data and some negative and null 
values, which are outliers. So the dataset is defined to be vague and 
incomplete. To handle this scenario, a rough set with a weighted 
density-based outlier detection method is proposed. In the pre- 
processing stage, numerical data is converted to categorical data by 
using fuzzy proximity relation, and then it is ordered. In the post- 
processing stage, similar objects are identified concerning attributes 
using indiscernibility relation, and complement entropy measure is used 
to calculate uncertainty values; the weighted density values are calcu-
lated by identifying indiscernible objects divided by the total number of 
objects to each attribute. Finally, the user fixes the threshold value. If the 
calculated value is lesser than the threshold, then they are treated as 
outlier objects. The following definitions will be used to detect outliers 
when the table has been converted from mixed to categorical type, 

S. 
No 

Outlier Detection 
Method 

Advantages Disadvantages 

1 Support Vector Data 
description (SVDD) 

It detects outliers well in smaller sample sizes and produces effective results for 
more intricate and scanty datasets. 

If the sample sizes become larger, outlier detection is 
difficult. 

2 k means clustering Even if the dataset is huge,outlier detection is possible Generally, outliers are to be discarded, but in this method, 
outliers form a separate group. 

3 Local Outlier Factor(LOF) The point at the smallest distance is considered an outlier to the cluster, which is 
at a denser level. But in general outlier detection approaches, the point at the 
smallest distance will not be considered an outlier. 

The threshold value will be fixed to detect outliers. The 
fixation of the threshold value will be based on the problem 
and the user. 

4 Multivariate Outlier 
Detection (MOD) 

It detects outliers (of n features)in n-dimensional space. Finding distributions of n-dimensional space is difficult, so 
training of the dataset would be required. 

5 Partitioning Around 
Medoids (PAM) 

When compared to other available partitioning algorithms, outliers are less 
noticeable in the PAM method 

Choosing k medoids is random; it gives a different result for 
the same dataset. 

6 Backpropagation Method A deeper understanding of the data is not required. Particularly sensitive to noisy data. 
7 Rough k Means(RKM) The weighted density method uses the Gaussian function to detect outliers in a 

vague dataset. 
When separating objects which are overlapped between 
clusters, the approach is susceptible. 

8 Entropy Rough k Means 
(ERKM) 

Effectively outliers are removed, which results in the formation of quality 
clusters. 

Centroid selection is random based on the Rough k means 
Method(RKM)  

Table 1 
Study on different outlier detection methods  
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which is discussed below: 

Definition 1:A. dataset DS is defined by the triplet DS=(Z,R,C) where 
Z represents the universe, R represents the objects, and C represents the 
attributes in a dataset. 

Definition 2. Let DS= (Z,R,C) and RT⫅C. The indiscernibility relation 
RT for r in R or s in C is represented as 

{Z|IND(RT)} = {[r]RT | rϵZ }

Definition 3:Let. DS=(Z, R, C), and RT⫅ C and Z
IND(RT) = {C1,C2, 

…Cm}.The complement entropy (CPE) with respect to RT is defined as 

CPE(RT) =
∑n

j=1

|C|
|R|

|C|
c
j

|R|

where Cc
j denotes complement set of Cj, which is Cc

j = R – C; 

Definition 4. Let DS= (Z,R,C), the weight of every attribute for C is 
defined as 

Weight(C) =
1 − CPE(RT)
∑n

j=1

(
Cj
)

Definition 5:The. average Density of each attribute will be deter-
mined as 

AverageDensity
(
Rj
)
=

⃒
⃒
[
Rj
]

C

⃒
⃒

|Z|

From that, the weighted Density of each object will be determined as 

follows: 

WeightedDensity(C) =
∑

riϵR

(
Average Density

(
Rj
)
,Z(C)

)

Definition 6. Let us consider the dataset DS=( Z,R,C), and θ is a 
fixed threshold value from the weighted density objects. If the value of 
Weighted Density(R) <θ then r is termed an outlier. 

6. An empirical study on hiring dataset

A fabricated mixed dataset "Hiring" is designed with four conditional
attributes Degree, Experience, French, and Reference for the effective 
proposed approach. The attribute experience has numerical values, and 
the remaining attributes such as degree, french, and reference have 
categorical values. So many algorithms are available for numerical data 
to detect outliers. But, our proposed method uses fuzzy proximity rela-
tion to convert numerical data to categorical data. The FPR(oi,oj),which 
derives binary relation for the numerical attribute experience by using 
the formula,finds the almost similarity among the objects oi &oj. 

FPR
(
oi, oj

)
= 1 −

⃒
⃒oi − oj

⃒
⃒

(
oi + oj

)

Based on calculated values, the attribute experience is ordered. The 
proposed algorithm has been applied to this dataset to detect outliers 
and graphs have also been plotted using the nominal values. The author 
has been conducted evaluations by comparing existing methods with the 
proposed method for hiring dataset. The hiring dataset with 10 objects 
and mixedattributes are shown in Table 2 and Table 3 shows fuzzy 
proximity relation for the attribute experience. 

Fig. 3. Proposed Model for Outlier Detection using Rough Sets.  
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Let the almost indiscernibility be ω ≥ 90%, From Table 2, thus, the 
objects E1, E2, E5 are ω- identical. Similarly, E3, E4, E6, E7, E8, E9, E10 are 
ω – identical. 

U
/

Rω
1 = {{E1,E2,E5}, {E3,E4,E6,E7,E8,E9,E10}}

Based on the similarity value of ω, the attribute experience is ordered 
into two groups. The numerical values of the attribute experience for 
objects {E1, E2, E5} are having greater values. So it is classified as High 
and the remaining objects {E3, E4, E6, E7, E8, E9, E10} are classified as 
Low. Now the numeric type of experience attribute is converted to 
categorical, which is shown in Table 4. 

Obtain indiscernible relation for each attribute. Objects that possess 
indiscernible values for attributes are: 

U
/

IND (Degree) =
{

E1,E4,E7,E10
}
, {E2,E3,E8}, {E5,E6,E9}

U/IND(Experience) = {E1,E2,E5}, {E3,E4,E6,E7,E8,E9,E10}

U/ IND(French) = {E1,E2,E5,E6,E7,E10}, {E3,E4,E8,E9}

U/IND(Reference) = {E1,E7,E8}, {E2,E4,E5,E9}, {E3,E6,E10}

The complement entropy function is to be calculated for each attri-
bute with the obtained indiscernible relation. 

CE(Degree) =
4
10

(

1 −
4
10

)

+
3
10

(

1 −
3
10

)

+
3
10

(

1 −
3
10

)

=
33
50  

CE(Experience) =
3
10

(

1 −
3
10

)

+
7
10

(

1 −
7
10

)

=
21
50  

CE(French) =
24
50

;CE(Reference) =
33
50 

Calculate each attribute weight by adding the total number of at-
tributes with the complement entropy function. 

Weight of Attribute(Degree)=
17
54
; Weight of Attribute(Experience)=

29
54  

Weight of Attribute(French) =
26
54

; Weight of Attribute(Reference) =
17
54 

The weight of each object should be calculated by the summation of 
the product of the weight of attributes with indiscernible objects. 

W (E1) =
4
10

×
17
54

+
3
10

×
29
54

+
6

10
×

26
54

+
3
10

×
17
54

= 0.67;

W(E2) = 0.67;W(E3) = 0.75;W(E4) = 0.82;W(E5) = 0.67 ;

W(E6) = 0.85;W(E7) = 0.88;W(E8) = 0.75; W(E9) = 0.78;

W(E10) = 0.88.

If θ < 0.7, then the objects E1,E2and E5 are outliers. The normal and 
outlier objects are shown in Fig. 4. 

7. Experimental results

The working model of outlier detection algorithm in mixed datasets
will be understood by, conducted experiments on a hiring dataset that 
has 120 objects with four conditional attributes of numerical and cate-
gorical values. It has been implemented with Processor-Intel Pen-
tium,1GigaByte RAM, and the Windows10 operating system. Existing 
methods like Distance-based, Density-based, Local Outlier Factor and 
Class outlier factor were analyzed using Rapid Miner 7.0. The concept of 
Rough sets was implemented using C. It is a flexible language that is used 
to implement mathematical models. The proposed algorithm has been 
run on a hiring dataset that is of mixed type. The fuzzy proximity rela-
tion method was used to convert numerical value to categorical value, 
and then it was ordered. 

A rough set entropy-based weighted density outlier detection 

Objects  Degree  Experience  French  Reference  

E1 MBA  5.2  Yes  Excellent  
E2 MSc  4.3 Yes  Good  
E3 MSc  3.4 No  Neutral  
E4 MBA  2.5 No  Good  
E5 MCA  6.2 Yes  Good  
E6 MCA  3.1 Yes  Neutral  
E7 MBA  2.2 Yes  Excellent  
E8 MSc  3.2 No  Excellent  
E9 MCA  2.7 No  Good  
E10 MBA  2.4 Yes  Neutral   

Table 3 
Fuzzy Proximity Relation -Experience Attribute  

R1 E1 E2 E3 E4 E5 E6 E7 E8 E9 E10

E1 1.0000  0.9053 0.7907 0.6494 0.9123 0.747 0.5946 0.7620 0.6836 0.6316 
E2 0.9053 1.0000 0.8832 0.7353 0.8191 0.8379 0.677 0.8534 0.7715 0.7165 
E3 0.7907 0.8832 1.0000 0.8475 0.7084 0.9539 0.7858 0.9697 0.8853 0.8276 
E4 0.6494 0.7353 0.8475 1.0000 0.5748 0.8929 0.9362 0.8772 0.9616 0.9796 
E5 0.9123 0.8191 0.7084 0.5748 1.0000 0.6667 0.5239 0.6809 0.6068 0.5582 
E6 0.747 0.8379 0.9539 0.8929 0.6667 1.0000 0.8302 0.9842 0.9311 0.8728 
E7 0.5946 0.677 0.7858 0.9362 0.5239 0.8302 1.0000 0.8149 0.898 0.9566 
E8 0.762 0.8534 0.9697 0.8772 0.6809 0.9842 0.8149 1.0000 0.9153 08572 
E9 0.6836 0.7715 0.8853 0.9616 0.6068 0.9311 0.8980 0.9153 1.0000 0.9412 
E10 0.6316 0.7165 0.8276 0.9796 0.5582 0.8728 0.9566 0.8572 0.9412 1.0000  

Table 4 
Converted Table – Mixed to Categoric Type  

Objects  Degree  Experience  French  Reference  

E1 MBA  High  Yes  Excellent  
E2 MSc  High  Yes  Good  
E3 MSc  Low No  Neutral  
E4 MBA  Low No  Good  
E5 MCA  High  Yes  Good  
E6 MCA  Low Yes  Neutral  
E7 MBA  Low Yes  Excellent  
E8 MSc  Low No  Excellent  
E9 MCA  Low No  Good  
E10 MBA  Low Yes  Neutral   

Table 2 
Hiring Dataset - Mixed Type  
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method has been applied for effective outlier detection. Fig. 5 shows that 
the comparison chart for an existing and proposed method for outlier 
detection. In the distance-based outlier detection method, each data 
point has been ranked based on the distance to its k-th nearest neighbor 
[39] so that the top n data points are declared as outliers. It detects ten
outlier objects. In density-based outlier detection method DensityBased
(p, P), an object that deviates at least P distance from the p, the pro-
portion of all data objects is considered outliers. This method does not
detect any outlier objects. In the local outlier factor method, each object
should be calculated with a local outlier factor based upon the local
density measure. Then it is compared with their l nearest neighbors [41].

The objects which are having lower density values when compared 
with their neighbors are termed to be outliers. It detects seven outlier 
objects. In the class outlier factor method, each data point in the sample 
will be ranked based on ClassOutlierFactor=(S, N) where S represents 

top-class outlier and N represents the number of nearest neighbors. This 
algorithm detects ten outlier objects. Further, our proposed method 
rough set entropy-based weighted density outlier detection method 
detects outliers by computing the weighted density value of all objects 
and attributes. It detects 18 outlier objects[42]. Our proposed algo-
rithm’s performance and efficiency are high compared to existing 
methods because it calculates weighted density values for every object 
and attribute so that a true object will never be detected as an outlier. 
The comparison chart showing various outlier detection methods is 
shown in Fig. 5. 

Also, benchmark datasets such as the annthyroid dataset, breast 
cancer dataset, and letter dataset have been taken from Harvard data-
verse to show the proposed algorithm efficiency, which has been 
compared with other existing outlier detection methodologies such as 
local outlier factor (LOF), feature-based(FB), isolation forest(IF), K- 

Fig. 4. Showing Normal and Outlier objects.  

Fig. 5. Comparison Chart for Existing Methods with Proposed Method  
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nearest neighbor (KNN), average KNN and histogram-based outlier 
score (HBOS). The local outlier factor determines the Density of an ob-
ject with the distance of its neighbors. Feature bagging selects features of 
the subsamples randomly and finally combines the values of all base 
detectors, using the local outlier factor. Isolation forest observes data by 
constructing a tree[15]. The isolated value score is determined as out-
liers that are well suitable for high dimensional data. By constructing 
histograms, outliers are detected in the histogram-based outlier score 
approach. It is an unsupervised learning method that generates scores by 
considering the independent features.KNN identifies the nearest 
neighbor to an object. Based on the distance, it calculates scores, and 
outliers are identified. In the Average KNN method, super samples are 
constructed for individual classes. The test data is given as an input, and 
Average KNN searches samples available in super samples or closer. 
Others are identified as outliers. The comparison chart of the proposed 
method with existing outlier detection algorithms for the benchmark 
datasets is shown in Fig. 6. 

Other approaches like fuzzy bipolar soft set and Pythagorean fuzzy 
bipolar soft set are compared with the proposed method to prove its 
efficiency. The fuzzy-based bipolar soft set is used to analyze the patients 
with the help of membership degrees and decide whether the patient is 
hypomania, depression, or bipolar. Mostly it is used in decision-making 
systems.On the other hand, the pythagorean fuzzy bipolar soft setis 
mostly used in group decision-making situations. Personalization of the 
findings acquired is avoided because a common idea is derived from the 
opinions of all doctors. But the proposed method identifies indiscernible 
values, computesEntropy, and then calculates each object’s weighted 
density value and attribute to detect outliers. 

7.1. Measures for performance evaluation 

The performance evaluation of benchmark datasets is measured by 
calculating their accuracy, specificity, sensitivity, precision, and F1 

score. The accuracy of a classifier is calculated as the total number of 
objects which are correctly classified to the total number of objects 
available. The formula to calculate accuracy is as follows: 

Accuracy =
TP + TN

TP + FN + TN + FP  

where TP is True Positive, FP is False Positive, TN is True Negative, and 
FN is False Negative. Thus, sensitivity or recall measures the true posi-
tive values proportion, which is correctly identified, whereas specificity 
measures the true negative values proportion, which is correctly 
detected. The values are obtained from the formulas shown below: 

Specificity =
TN

TN + FP  

Sensitivity =
TP

TP + FN  

Recall =
TP

TP + FN 

Precision or positive predictive value is the one that measures rele-
vant objects from the retrieved objects. The formula to calculate preci-
sion is as follows: 

Precision =
TP

TP + FP 

F1 score measure provides the balance between precision and recalls 
when the distribution of classes is not even. It becomes worse when its 
value is 0 and best when it is 1. The formula to calculate the F1 score is as 
follows: 

F1 Score =
2 ∗ Precision ∗ Recall

Precision + Recall 

Fig. 6. Comparison of Proposed and Existing Outlier Detection Methods with Benchmark Datasets.  
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The performance evaluation of benchmark datasets such as annthy-
roid, breast cancer, and letter dataset are shown in Table 5, Table 6, and 
Table 7. 

7.2. Analysis of efficacy 

The following three sorts of tests have been conducted to see how 
each algorithm’s performance changes as factors change, such as the size 
of the data set, the dimensionality of the data set, and the number of 
outliers[48].In comparison to the local outlier factor method, the WDOD 
approach takes less time in terms of data size, data dimensionality, and 
mark the number of outliers. 

The WDOD technique appears to be particularly suitable for big data 
sets with high dimensionality and data sets with a high number of 
outliers, based on the results of these experiments. The WDOD algo-
rithm’s growing rate of execution time is substantially slower than the 
local outlier factor algorithm. As a result, when the data size is huge, 
attributes are more the suggested WDOD algorithm can ensure efficient 
execution in detecting outliers which are shown in Fig. 7, Fig. 8, and 
Fig. 9. 

8. Conclusion

In this paper, outlier detection for a mixed dataset has been pro-
posed. In the pre-processing stage, fuzzy proximity relations with order 
information rules convert numeric to categorical attributes. The rough 
set-based Entropy weighted density outlier detection method has been 
carried out to detect outliers in the post-processing stage. Research 
works carried out so far detect outliers only for numeric or categorical 
data, where mixed data was not considered. The proposed model detects 
outliers in the hiring dataset, which has mixed data, by calculating their 
weighted density value so that the normal object will not be detected as 
an outlier. However, the proposed algorithm is benchmarked with 
Harvard dataverse datasets such as the annthyroid dataset,breast cancer 
dataset, and letter dataset compared with the existing local outlier factor 
outlier method to prove its efficiency and performance level. As the 
number of increasing objects and attributes, the proposed method en-
sures efficient execution in detecting outliers.Future work will be 
focused on detecting outliers where input is dynamic and in multi-
granulation sets. The proposed work has some limitations, such that the 
fixation of threshold value sometimes results in regular objects become 
outlier and outliers become regular objects.This research did not receive 
any specific grant from funding agencies in the public, commercial, or 
not-for-profit sectors. 
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Sl.No Measures LOF REBWDOD 

1 Accuracy 98.16% 99.57% 
2 Specificity 1.0 1.0 
3 Sensitivity 0.9813 0.9955 
4 Precision 1.0 1.0 
5 F1 Score 0.9906 0.9978  

Table 6 
Performance Evaluation - Breast Cancer Dataset  

Sl.No Measures LOF REBWDOD 

1 Accuracy 99.18% 99.46% 
2 Specificity 1.0 1.0 
3 Sensitivity 0.99 0.99 
4 Precision 1.0 1.0 
5 F1 Score 0.9958 0.9972  

Table 7 
Performance Evaluation - Letter Dataset  

Sl.No Measures LOF REBWDOD 

1 Accuracy 97.56% 98.69% 
2 Specificity 1.0 1.0 
3 Sensitivity 0.97 0.98 
4 Precision 1.0 1.0 
5 F1 Score 0.9872 0.9930  

Fig. 7. Comparing execution time as the number of objects grows  

Table 5 
Performance Evaluation - Annthyroid Dataset  
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Fig. 8. Comparing execution time as the number of attributes grows  

Fig. 9. Comparing execution time with an increased number of outliers  
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Input: Dataset DS(W,α, β) and θ be threshold values. 
Output: Set S holds outlier objects.  

Step 1:Start 
Step 2: Input the dataset of mixed type. 
Step 3: Use fuzzy proximity relation and ordering to convert numeric into 
categorical data. 
Step 4: Let S = ∅ 
Step 5: For each attribute βi ∈ β 
Step 6: Calculate the indiscernibility function U/IND(αi) according to definition2; 
Step 7: Calculate the complement entropy according to definition3; 
Step 8:For each attribute βi ∈ β, compute weighted Density according to definition4; 
Step 9:For each object αi ∈ W, calculate the weighted Density according to  
definition5; 
Step 10: If (Weighted Density(αi) <θ) 
Step 11: S = S ∪ {αi}. 
Step 12: Return S. 
Step 13: Stop.   

Algorithm 1 
The algorithm for the proposed model has been shown below:  
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A hybrid heuristic approach for traffic light synchronization based on the
MAXBAND

a r t i c l e i n f o 

Keywords:

Traffic light synchronization
Hybrid heuristics
Tabu search
Variable neighborhood search
MAXBAND

a b s t r a c t 

This study addresses a high resolution model for the synchronization of traffic lights on transport networks. A
hybrid heuristic algorithm optimizes the mixed integer linear model, referred as MAXBAND, seeking to achieve
maximal bandwidth by setting arterial signals. The assessed algorithm corresponds to a hybrid metaheuristic
which combines Tabu Search and Variable Neighborhood Search. The algorithm uses a memory structure within
an iterative local search, allowing a broader diversity of solutions. In addition, some adjustments were incorpo- 
rated to the MAXBAND such as the revision of the constraints of the mixed integer linear model, including those
that describe all the cyclic routes in the graph, and some bounds were generalized for integer variables. Extensive
computational experiments were carried out evidencing a competitive performance for large instances.
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. Introduction

Over recent years, traffic congestion has become an issue of remark-
ble importance due to an increase of vehicles on the roads in urban
reas. For controlling the flow of vehicles, traffic lights have been used
s regulators since the late 19 th century. Nevertheless, its use also leads
o other problems which include time delays for vehicles moving from
ne place to another, and an increase in pollution due to the constant
hanges in the speed of vehicles [1] . In this sense, traffic light synchro-
ization, which embraces the regulation in the timing of traffic lights,
s a topic of noteworthy importance. This problem is commonly tack-
ed following two approaches, by minimizing the delays or some other
easures which assess the performance of traffic, or by maximizing the

ime in which vehicles move without stopping at the red lights, referred
lso as the bandwidth maximization [2] . 

In terms of traffic flow measures, usually a minimization problem is
ormulated to reduce the overall delay, or to reduce the number of stops
ehicles complete. In a classic study, a convex nonlinear formulation
ith a piece-wise linearization and an increased number of constraints
as proposed by Gartner et al. (1975) [3] . Similarly, an analogous lin-

ar model permitted to decide among different signal timing plans while
elaxing the assumption of a common red-green period width [4] . How-
ver, the latter is not a hard constraint because in that case the least
ommon multiple of all red-green periods could be used as a uniform
eriod, as mentioned in [5] . 
A Hybrid Heuristic Approach for Traffic... 372
Concerning the bandwidth maximization, initial formulations with
reassigned vehicles velocity deemed a geometric method for a two-
ay street given a fixed and common red-green time period on each

ignal [6] . Subsequently, a mixed integer linear program (MILP) was
roposed to solve a more complete version of the problem [7] . The se-
ection of the red-green time period occurred between given bounds.
peed variations and bounds on the velocity limits between adjacent
ignals were included. Additionally, an extension was provided to solve
he same problem on general networks, but only very small instances
ould be solved. This is a more difficult problem because it is necessary
o introduce the so-called loop constraints, which permit to model the
ircular movements that vehicles can do. The introduction of a general-
zation containing left turns at the junctions led to the MAXBAND model
8] . On its first version, the MAXBAND handled problems on networks
ith only 3 arteries and up to 17 traffic signals. The MAXBAND was

xtended to work with a variable bandwidth for each street segment
riginating the MULTIBAND model [9] . This modification incorporated
 traffic factor on the objective function. Recent variations have derived
 new version referred as the AM-BAND, which attempts to use better
he available green times on both road directions by relaxing the sym-
etric assumption with respect to the progression line [10] . Finally, the

nclusion of variable bandwidths permitted to consider the impact of the
peed variation to the model [11,12] . 

Metaheuristic approaches are flexible and robust strategies that have
emonstrated to be computationally efficient in terms of CPU time. They
S. Pati et al.
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Fig. 1. Geometry for MAXBAND model on artery a .
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ave the competency of solving large-scale problems such as the traf-
c light synchronization [13] . For instance, the commercial software

or synchronization of traffic signals and traffic management TRANSYT
rovides a heuristic solution for a complete and robust objective func-
ion [14,15] . TRANSYT uses microscopic simulations of traffic behavior
nsemble with genetic algorithms. In the case of the MAXBAND model,
 heuristic method was implemented for the network problem by ini-
ially solving a tree sub-problem which considered measures of interest.
he integer variables were fixed to the values obtained and used in a
econd stage to obtain a solution for the whole problem [16] . In addi-
ion, numerous heuristics have been employed in traffic light scheduling
ncluding, evolutionary methods [17,18] , particle swarm optimization
19] , and a hybrid heuristic which combined harmony search with lo-
al search [20] . The hybridization of a metaheuristic with local search
trategies enhances significantly the success rate in much less CPU time
21,22] .

Tabu Search is a global optimization algorithm originally proposed
y Glover (1986) [23] . It has proven applicability in operations re-
earch applications including scheduling [24,25] , vehicle routing prob-
ems [26] , and health care [27] . In this work, a hybrid heuristic algo-
ithm based on Tabu Search is developed for bandwidth maximization.
he algorithm is enhanced by intensifying its search using a sequence of
eighborhood solution processes, which follows the idea of the Variable
eighborhood Search (VNS) [28] . The MAXBAND problem is typically

olved for very small instances by optimization solvers. In this sense,
his contribution aims to adapt a hybrid heuristic algorithm for band-
idth maximization to expand its capabilities and to solve the problem

or complete networks. To the best of our knowledge, there are no ref-
rences in the literature about solving the MAXBAND on a complete
etwork nor using other metaheuristic approaches. 

The rest of the paper is structured as follows. Section 2 intro-
uces and reviews the MAXBAND model, including a detailed expla-
ation of its elements and the notation to be used in the manuscript.
ection 2.4 explains the approach for modelling the loop constraints
ith a small number of binary variables. Section 3 includes a general-

zation of the bounds for arterial integer variables. Section 4 introduces
he MILP-based hybrid heuristic algorithm based on Tabu Search and
NS. Later, computational evaluations are carried out to verify the ef-
ciency and effectiveness of the proposed method for large instances.
inally, in Section 5 conclusions and future research are discussed. 
L  
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. MAXBAND modelling for a network

Let us consider a group of two-way arteries (streets) that meet each
ther at junctions to form a transport network . This network has some
raffic signals to regulate its traffic. They work with a common period

hat splits into red and green time. Even though it is sometimes referred
s cycle length , to avoid confusion with the loops (also known as cycles),
he term to be used through the paper is period length . The distances
time units) that allow to measure the relative location between two
ignals on the same artery and on different arteries are called internode

ffset and intranode offset , respectively. A list of offsets for the signals is
aid to be a synchronization . 

The MAXBAND model relies on the geometry illustrated in Fig. 1 .
nformation for two signals S ai and S aj is provided on an artery a . The
otation is similar to the one proposed in [8] . 

The parameters in Fig. 1 are defined as follows, 

• T : Period length, in seconds.
• n a : Number of traffic lights (signals) on artery a .
• r ai ( 𝑟 ai ) ∶ Outbound (inbound) red time of signal i on artery a , in

periods.
• 𝜏ai ( 𝜏ai ) ∶ An advancement of the outbound (inbound) bandwidth

upon leaving S i , in periods.

The variables in Fig. 1 are defined as follows,

• z : Signal frequency, in periods per second.
• b a ( 𝑏 𝑎 ) ∶ Outbound (inbound) bandwidth on artery a , in periods.
• 𝑡 𝑎

𝑖𝑗
( 𝑡 𝑎 ij ) ∶ Travel time from S ai to S aj in outbound (from S aj to S ai in

inbound) direction, in periods. 
• 𝜙𝑎

𝑖𝑗
( 𝜙
𝑎 

ij ) ∶ Time from the center of red at S ai to the center of red at
S aj , in periods. The two reds are chosen so that each is immediately
to the left (right) of the same outbound (inbound) green band. 𝜙𝑎 

𝑖𝑗 

( 𝜙
𝑎 

ij ) is positive if S aj ’s center of red lies to the right (left) of S ai ’s.

• w ai ( 𝑤 ai ) ∶ Time from the right (left) side of S ai ’s red to the left (right)
side of green band in outbound (inbound) direction, in periods.

• Δai : Time from center of 𝑟 𝑎𝑖 to the nearest center of r ai , in periods. It
is positive from left to right.

For the complete formulation of the MAXBAND please refer to
M 2.1 , which holds additional parameters and variables not included
S. Pati et al.



LM 2.1 MAXBAND, Maximal Bandwidth Formulation. 

Maximize 
∑
𝑎 ∈𝐴 

(
𝑘 𝑎 𝑏 𝑎 + 𝑘 𝑎 𝑏 𝑎 

)
(1) 

subject to ∶ 

1 
𝑇 2 

≤ 𝑧 ≤
1 
𝑇 1 
, (2) 

𝑤 𝑎𝑖 + 𝑏 𝑎 ≤ 1 − 𝑟 𝑎𝑖 , ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 , (3)

𝑤 𝑎𝑖 + 𝑏 𝑎 ≤ 1 − 𝑟 𝑎𝑖 , ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 , (4)

( 𝑤 𝑎𝑖 + 𝑤 𝑎𝑖 ) − ( 𝑤 𝑎,𝑖 +1 + 𝑤 𝑎,𝑖 +1 ) + (𝑡𝑎 
𝑖 
+ 𝑡 𝑎 

𝑖 
) 

+( 𝛿𝑎𝑖 𝓁 𝑎𝑖 − 𝛿𝑎𝑖 𝓁 𝑎𝑖 ) − ( 𝛿𝑎,𝑖 +1 𝓁 𝑎,𝑖 +1 − 𝛿𝑎,𝑖 +1 𝓁 𝑎,𝑖 +1 ) + ( 𝑟 𝑎𝑖 − 𝑟 𝑎,𝑖 +1 )

−( 𝜏𝑎,𝑖 +1 + 𝜏𝑎𝑖 ) = 𝑚 

𝑎 
𝑖 
, ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 − 1 , (5)( 

𝑑 𝑎 
𝑖

𝑓 𝑎 
𝑖 

) 

𝑧 ≤ 𝑡 𝑎 
𝑖 
≤

( 

𝑑 𝑎 
𝑖

𝑒 𝑎 
𝑖 

) 

𝑧, ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 − 1 , (6) ( 

𝑑
𝑎 

𝑖

𝑓
𝑎

𝑖 

) 

𝑧 ≤ 𝑡 
𝑎 

𝑖 
≤

( 

𝑑
𝑎 

𝑖

𝑒 
𝑎 

𝑖 

) 

𝑧, ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 − 1 , (7) 

( 

𝑑 𝑎 
𝑖

ℎ 𝑎 
𝑖 

) 

𝑧 ≤

( 

𝑑 𝑎 
𝑖 

𝑑 𝑎 
𝑖 +1 

) 

𝑡 𝑎 
𝑖 +1 − 𝑡 𝑎

𝑖
≤

( 

𝑑 𝑎 
𝑖

𝑔 𝑎 
𝑖 

) 

𝑧, ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 − 2 , (8) ( 

𝑑
𝑎 

𝑖

ℎ
𝑎

𝑖

) 

𝑧 ≤

( 

𝑑
𝑎 

𝑖

𝑑 
𝑎

𝑖 +1 

) 

𝑡 
𝑎 

𝑖 +1 − 𝑡 
𝑎

𝑖
≤

( 

𝑑
𝑎 

𝑖 

𝑔 
𝑎 

𝑖 

) 

𝑧, ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 − 2 , (9) ∑
( 𝑖,𝑗)∶ 𝑎 ∈𝐴 𝐹 

𝜁

𝜙𝑎 
𝑖𝑗 
− 

∑
( 𝑖,𝑗)∶ 𝑎 ∈𝐴 𝐵 

𝜁

𝜙𝑎 
𝑖𝑗 
+ 

∑
( 𝑏,𝑗,𝑖,𝑐,𝑘 )∈𝐽 𝜁

Ψ𝑖
𝑆 𝑏𝑗 ,𝑆 𝑐𝑘 

= 𝐶 𝜁 , ∀𝜁 ∈  𝜁 , (10) 

𝐶 𝜁 ∈ ℤ , ∀𝜁 ∈  𝜁 , (11) 

𝑚 

𝑎 
𝑖 
∈ ℤ , ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 − 1 , (12) 

𝛿𝑎𝑖 , 𝛿𝑎𝑖 ∈ {0 , 1} , ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 − 1 , (13) 

𝑏 𝑎 , 𝑏 𝑎 , 𝑡 
𝑎 
𝑖 
, 𝑡 
𝑎 

𝑖 
, 𝑤 𝑎𝑖 , 𝑤 𝑎𝑖 , 𝑧 ≥ 0 , ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 − 1 . (14) 

Fig. 2. A grid graph G 3 × 4 ( V, E ). 
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n Fig. 1 . In addition, 𝛼𝑎 
𝑖 

for any parameter or variable 𝛼, and their cor-
esponding names with bars for the opposite direction on an artery are
onsidered. 

The model takes into account only networks that can be represented
y two dimensional grid graphs G r × c ( V, E ), where r and c are the num-
er of rows and columns, respectively. V is the set of nodes, E is the set
f edges, |𝑉 | = 𝑛 = 𝑟𝑐 and |𝐸| = 𝑚 = 2 𝑟𝑐 − 𝑟 − 𝑐. Grid graphs are a good
epresentation of many real-world networks. Fig. 2 shows an example
ith 𝑛 = 12 and 𝑚 = 17 . 

.1. Objective function 

In our practice, the goal is to maximize the weighted sum of the band-
idths. Let A be the set of arteries on the network; thus, the objective
A Hybrid Heuristic Approach for Traffic... 374
unction to be maximized is: ∑
 ∈𝐴 

(
𝑘 𝑎 𝑏 𝑎 + 𝑘 𝑎 𝑏 𝑎 

)
.

ere, k a and 𝑘 𝑎 are the weights for the outbound and inbound band-
idth, respectively. 

.2. Arterial constraints 

As mentioned beforalgorithme, all signals are assumed to work into
 common signal period which length is introduced in the model as a
ecision variable. They must lie on an interval [ T 1 , T 2 ], see (2). The de-
ision variable z is the reciprocal of the period length, that is, 𝑧 = 1∕ 𝑇 .
he inequalities (3)-(4) guarantee that the bandwidth remains within
he green time. The velocities 𝑣 𝑎 

𝑖 
between each signal on each artery are

ecision variables that are bounded in between 𝑒 𝑎 
𝑖 

and 𝑓 𝑎 
𝑖 
, representing

he lower and upper limits, and 𝑑 𝑎 
𝑖 

is the distance between two consecu-
ive arteries, see (6)-(7). In order to avoid sudden changes in the veloci-
ies between consecutive signals, they are limited by imposing lower and
pper bounds 1∕ ℎ 𝑎 

𝑖
and 1∕ 𝑔 𝑎 

𝑖 
on changes in reciprocal velocities. The rea-

on for using reciprocal bounds for velocities and changes in velocities is
hat linear constraints can be formulated in this manner. It is not possi-
le to consider directly the inequalities 𝑒 𝑎 

𝑖 
≤ 𝑣 𝑎 

𝑖 
≤ 𝑓 𝑎 

𝑖 
because the period

ength is also a variable. Thus, if 𝑣 𝑎 
𝑖 

is converted from meters/second to
eters/period, the inequality becomes 𝑒 𝑎 

𝑖 
𝑇 ≤ 𝑣 𝑎 

𝑖 
𝑇 ≤ 𝑓 𝑎 

𝑖 
𝑇 , which resem-

les nonlinear constraints. Therefore, we use the reciprocals of 𝑒 𝑎 
𝑖 

and
 

𝑎 
𝑖 
,

 

𝑎 
𝑖 
≤ 𝑣 𝑎 

𝑖 
≤ 𝑓 𝑎 

𝑖 
→

𝑑 𝑎 
𝑖 

𝑓 𝑎 
𝑖 

≤
𝑑 𝑎 
𝑖 

𝑣 𝑎 
𝑖 

≤
𝑑 𝑎 
𝑖 

𝑒 𝑎 
𝑖 

→
𝑑 𝑎 
𝑖 

𝑓 𝑎 
𝑖 

𝑧 ≤ 𝑡 𝑎 
𝑖 
≤
𝑑 𝑎 
𝑖 

𝑒 𝑎 
𝑖 

𝑧.

he same applies to the changes in the velocities. 
Additionally, Fig. 1 denotes that 𝑇 𝑖𝑚𝑒 A-B = Δ𝑎𝑖 + integer number of

eriods + 𝜙𝑎 
𝑖𝑗 

and that 𝑇 𝑖𝑚𝑒 A-B = integer number of periods − 𝜙
𝑎 

𝑖𝑗 
+ integer

umber of periods +Δ𝑎𝑗 . Consequently, 

𝑎 
𝑖𝑗 
+ 𝜙

𝑎

𝑖𝑗
+ Δ𝑎𝑖 − Δ𝑎𝑗 = 𝑚 

𝑎 
𝑖𝑗 
, (15)

here 𝑚 

𝑎 
𝑖𝑗 

is an integer decision variable (number of periods). In ad-

ition, 𝑇 𝑖𝑚𝑒 C-D = 𝜙𝑎 
𝑖𝑗 
+ 

1 
2 𝑟 𝑎𝑗 + 𝑤 𝑎𝑗 + 𝜏𝑎𝑗 = 

1 
2 𝑟 𝑎𝑖 + 𝑤 𝑎𝑖 + 𝑡 𝑎 

𝑖𝑗 
and 𝑇 𝑖𝑚𝑒 E-F =

𝑎

𝑖𝑗
+ 

1 
2 𝑟 𝑎𝑗 + 𝑤 𝑎𝑗 = 

1 
2 𝑟 𝑎𝑖 + 𝑤 𝑎𝑖 − 𝜏𝑎𝑖 + 𝑡 

𝑎

𝑖𝑗 
. So, if (15) is substituted, 

𝑡 𝑎 
𝑖𝑗 
+ 𝑡 

𝑎

𝑖𝑗
+ 

1 
2 
( 𝑟 𝑎𝑖 + 𝑟 𝑎𝑖 ) + ( 𝑤 𝑎𝑖 + 𝑤 𝑎𝑖 ) − 

1 
2 
( 𝑟 𝑎𝑗 + 𝑟 𝑎𝑗 ) − ( 𝑤 𝑎𝑗 + 𝑤 𝑎𝑗 ) − ( 𝜏𝑎𝑗 

+ 𝜏𝑎𝑖 ) + (Δ𝑎𝑖 − Δ𝑎𝑗 ) = 𝑚 

𝑎
𝑖𝑗 
. (16)

Eq. (16) is named arterial loop constraint for artery a between signals
 ai and S aj . 

In addition, there are constraints that model left turn decisions if
hey are allowed by the green lights. The MAXBAND permits to decide
mong four possible patterns of left turns which are resembled in Fig. 3
for more details please refer to Little et al. [8] ). 

Parameters 𝓁 ai and 𝓁 𝑎𝑖 in Fig. 3 represent, for a signal i on an artery
 , the time (periods) of outbound and inbound left turn phases respec-
ively. R is the common red time. For instance, Fig. 4 shows the three
ossible movements for vehicles on a main street in three different mo-
ents. As can be seen at area 2, the traffic lights are green for outbound

nd inbound directions, so no car in the horizontal street can cross to
he other side. On the common red time R a possible different left turn
attern can be given for cross street. 

Furthermore, Δai can be expressed as a function of 𝓁 ai and 𝓁 𝑎𝑖 . For
xample, if we consider Pattern 1 and calculate the difference between
he center of total red time of outbound and the total red of inbound (in
hat order), the following is obtained 

𝑎𝑖 = 

𝓁 𝑎𝑖 + 𝑅 

2 
− 

( 

𝑅 + 𝓁 𝑎𝑖
2 

+ 𝓁 𝑎𝑖

) 

= − 

𝓁 𝑎𝑖 + 𝓁 𝑎𝑖
2 

.
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Fig. 3. Patterns of left turn phases.

Table 1

Expressions for Δai ’s. 

Pattern Δai 𝛿ai 𝛿𝑎𝑖

1 − 
𝓁 𝑎𝑖 + 𝓁 𝑎𝑖 

2 
0 1

2
𝓁 𝑎𝑖 + 𝓁 𝑎𝑖 

2 
1 0

3 − 
𝓁 𝑎𝑖 − 𝓁 𝑎𝑖 

2 
0 0

4
𝓁 𝑎𝑖 − 𝓁 𝑎𝑖 

2 
1 1
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The results for the other left turn phases are listed in Table 1 . These
xpressions can be obtained with the following formula 

𝑎𝑖 = 

1 
2 
[(2 𝛿𝑎𝑖 − 1) 𝓁 𝑎𝑖 − (2 𝛿𝑎𝑖 − 1) 𝓁 𝑎𝑖 ] , (17)

here, 𝛿ai , 𝛿𝑎𝑖 ∈ {0, 1} are additional binary variables. The decisions
n left turns are included in the model by substituting Eq. (16) in (17) ,
s can be seen in the constraint (5). 
A Hybrid Heuristic Approach for Traffic... 375
.3. Loop constraints 

The network case is a natural generalization of the arterial case, and
he corresponding model includes all the aforementioned constraints for
ach artery. The arterial loop constraint (16) can be seen as a cycle for
wo nodes because it represents the movement of going to and returning
rom a signal. If this idea is extended to larger cycles, it is clear that the
um of all the offsets in the cycle must be an integer number as well. 

For observing how to write the equation of the cycle constraints, let
s start with an example. A cycle consisting of 4 arteries 𝐴 = { 𝑎, 𝑏, 𝑐, 𝑑}
nd 4 junctions 𝐽 = { 𝐽 1 , 𝐽 2 , 𝐽 3 , 𝐽 4 } is exhibited in Fig. 5 . Each artery
 ∈ A has signals S aj , where j is the index for signals on a increasing in
he outbound direction given by the arrows. Heading in the clockwise
irection and starting from junction J 1 , the cycle constraint for this ex-
mple would be 

𝑏 
𝑗𝑘

+ Ψ𝐽 2
𝑆 𝑏𝑘 ,𝑆 𝑐𝑜

+ 𝜙𝑐
𝑜𝑝
+ Ψ𝐽 3

𝑆 𝑐𝑝 ,𝑆 𝑑𝑞
+ 𝜙𝑑

𝑞𝑟
+ Ψ𝐽 4

𝑆 𝑑𝑟 ,𝑆 𝑎ℎ
+ 𝜙𝑎

ℎ𝑖
+ Ψ𝐽 1

𝑆 𝑎𝑖 ,𝑆 𝑏𝑗
= 𝐶 𝜁, 

here C 𝜁 is an integer decision variable and Ψ𝑖 
𝑆 𝑎𝑗 ,𝑆 𝑏𝑘 

is a decision vari-

ble expressed as intranode offset which represents the time between
onsecutive centers of reds for signals S aj and S bk that meet at junction
 , i.e, it is a link time between arteries a and b . 
S. Pati et al.



Fig. 4. Left turn phase example with Pattern 1.

Fig. 5. Clockwise loop with 4 junctions.
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Fig. 6. A junction i of arteries main ( m ) and cross ( c ).

Table 2

Expressions for 𝜓 𝑝 𝑚 𝑝 𝑐 𝑚𝑐 ’s. 

Cross Street

Patterns 1 2 3 4

1
1 − 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 

2 
1 + 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 

2 
1 + 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 

2 
1 − 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 

2 

2
1 − 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗 

2 
1 + 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗 

2 
1+ 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗

2

1 − 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗 
2 

Main Street

3
1 − 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗 

2 
1 + 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗 

2 
1 + 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗 

2 
1 − 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗 

2 

4
1 − 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 

2 
1 + 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 

2 
1 + 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 

2 
1 − 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 

2 
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To generalize this expression for any cycle, the following sets are
efined: 

• 𝐴 

𝐹 
𝜁

( 𝐴 

𝐵 
𝜁

): Set of all segments of forward (backward) arteries with
edges ( i, j ) in the clockwise direction of cycle 𝜁 , 

• J 𝜁 : All sets of the form ( b, j, i, c, k ) in 𝜁 , where i is the junction
between arteries b and c in the signals S bj and S ck ,

Afterwards, the network loop constraint (cycle constraint) becomes:∑
 𝑖,𝑗)∶ 𝑎 ∈𝐴 𝐹 

𝜁

𝜙𝑎 
𝑖𝑗 
− 

∑
( 𝑖,𝑗)∶ 𝑎 ∈𝐴 𝐵 

𝜁

𝜙𝑎 
𝑖𝑗 
+ 

∑
( 𝑏,𝑗,𝑖,𝑐,𝑘 )∈𝐽 𝜁

Ψ𝑖
𝑆 𝑏𝑗 ,𝑆 𝑐𝑘 

= 𝐶 𝜁 . 

The number of cycle constraints in the model depend on the quantity
f edges and nodes of the network. In fact, this number can be very high,
hich makes the problem very difficult to solve. The following result
ermits to alleviate the mentioned problem. It is well known that the
et of all cycles 𝜁 on any single graph can be spanned by a basis  𝜁

ith cardinality 𝑚 − 𝑛 + 1 , where m represents the number of edges and
 the number of nodes on the underlying undirected graph related to
he directed graph, which represents the original network. So, a cycle
asis must be found before writing the model. The interested reader is
ncouraged to consult [29] for more details. 

.4. Computing intranode offset 

In general, a grid graph G k × k requires ( 𝑘 − 1) 2 network loop con-
traints and, consequently, several intranodes must be computed for
ach of these equations. The values of intranode offsets Ψ𝑖 

𝑆 𝑎𝑗 ,𝑆 𝑏𝑘 
’s de-

end on red time positions of the signals S aj and S bk on a main and cross
treet, respectively. For instance, if left turns are not permitted, then the
ed and green times for main and cross streets will have the same length
nd in this case the intradone offset will be clearly 0.5 periods. Because
A Hybrid Heuristic Approach for Traffic... 376
he MAXBAND model must decide among four different left turn pat-
erns on each junction i , the computation of each intranode should take
nto account all the possible values of binary variables involved in such
hoice. The following result provides a simple expression to compute in-
ranode offsets without requiring extra variables beyond those included
n the model LM 2.1 . 

heorem 1. Consider the patterns of left turn phases exhibited in Fig. 3 . Let

 

𝑝 𝑚 𝑝 𝑐 
𝑚𝑐 be the value of Ψ𝑖 

𝑆 𝑚𝑗 ,𝑆 𝑐𝑘 
when the arteries m and c meet at the junction

 for signals S mj and S ck with left turn phases patterns p m 

and p c , respectively

See Fig. 6 ). Then, for all possible values of p m 

and p c , it is defined: 

𝑖
𝑆 𝑚 ,𝑆 𝑐𝑘

= 

1
2 
− 1 

2

[
(2 𝛿𝑐𝑘 − 1) 𝓁 𝑐𝑘 − (2 𝛿𝑚𝑗 − 1) 𝓁 𝑚𝑗 

]
.

roof. Let us consider Fig. 7 , which shows the different forms that 𝜓 𝑝 𝑚 𝑝 𝑐 𝑚𝑐 

ay acquire for all possible permutations of left turn phases in Fig. 3 .
he cross street phase takes place during the red time R m 

in the main
treet and vice versa. 

All values of 𝜓 𝑝 𝑚 𝑝 𝑐 𝑚𝑐 are summarized in Table 2 . Since only the 𝜙’s
n equation (10) of the MAXBAND model are being used, only the out-
ound directions phases are taken into account. 

Moreover, Table 2 reveals that: 

𝜓 1 , 1 
𝑚𝑐 

= 𝜓 1 , 4 
𝑚𝑐 

= 𝜓 4 , 1 
𝑚𝑐 

= 𝜓 4 , 4 
𝑚𝑐 

= 

1 − 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 
2 

, 𝜓 2 , 1 
𝑚𝑐 

= 𝜓 2 , 4 
𝑚𝑐 

= 𝜓 3 , 1 
𝑚𝑐 

=

 

3 , 4 
𝑚𝑐 

= 

1 − 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗 
2 

, 𝜓 1 , 2 
𝑚𝑐 

= 𝜓1 , 3
𝑚𝑐

= 𝜓4 , 2
𝑚𝑐

= 𝜓4 , 3 
𝑚𝑐 

= 

1 + 𝓁 𝑐𝑘 + 𝓁 𝑚𝑗 
2 

, and

 

2 , 2 
𝑚𝑐 

= 𝜓2 , 3
𝑚𝑐

= 𝜓3 , 2
𝑚𝑐

= 𝜓3 , 3 
𝑚𝑐 

= 

1 + 𝓁 𝑐𝑘 − 𝓁 𝑚𝑗 
2 

. 

Table 3 shows all the different values of the binaries variables 𝛿’s
nd 𝛿’s for each left turn phase that the model needs to compute Δ’s
ith Eq. (17) . The 𝜓 𝑝 𝑚 𝑝 𝑐 𝑚𝑐 ’s are arranged in four groups determined just

or the values of 𝛿’s on the signals S mj and S ck . 
Now, it is easy to verify that a single expression to compute any

𝑖
𝑆 ,𝑆 

is given by: 
S. Pati et al.



Fig. 7. Geometry for 𝜓 𝑝 𝑚 𝑝 𝑐 𝑚𝑐 . 

Table 3

Four different groups of 𝜓 𝑝 𝑚 𝑝 𝑐 𝑚𝑐 ’s on junction i . 

Patterns

p m p c 𝛿mj 𝛿𝑚𝑗 𝛿ck 𝛿ck 𝜓 
𝑝 𝑚 𝑝 𝑐 
𝑚𝑐 

4 4 1 1 1 1 𝜓 4 , 4 
𝑚𝑐

4 1 1 1 0 1 𝜓 4 , 1 
𝑚𝑐

1 4 0 1 1 1 𝜓 1 , 4 
𝑚𝑐

1 1 0 1 0 1 𝜓 1 , 1 
𝑚𝑐

3 4 0 0 1 1 𝜓 3 , 4 
𝑚𝑐

2 1 1 0 0 1 𝜓 2 , 1 
𝑚𝑐

3 1 0 0 0 1 𝜓 3 , 1 
𝑚𝑐

2 4 1 0 1 1 𝜓 2 , 4 
𝑚𝑐

1 2 0 1 1 0 𝜓 1 , 2 
𝑚𝑐

4 2 1 1 1 0 𝜓 4 , 2 
𝑚𝑐

4 3 1 1 0 0 𝜓 4 , 3 
𝑚𝑐

1 3 0 1 0 0 𝜓 1 , 3 
𝑚𝑐

2 2 1 0 1 0 𝜓 2 , 2 
𝑚𝑐

2 3 1 0 0 0 𝜓 2 , 3 
𝑚𝑐

3 2 0 0 1 0 𝜓 3 , 2 
𝑚𝑐

3 3 0 0 0 0 𝜓 3 , 3 
𝑚𝑐

Ψ

 

t
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𝑖
𝑆 𝑚 ,𝑆 𝑐𝑘

= 

1
2 
− 

1 
2 

[
(2 𝛿𝑐𝑘 − 1) 𝓁 𝑐𝑘 − (2 𝛿𝑚𝑗 − 1) 𝓁 𝑚𝑗 

]
. (18)

□

A comparable proposition can be found in [30] . However, no attempt
o expand it was made. 
A Hybrid Heuristic Approach for Traffic... 377
. Bounds for integer variables

In this section, the bounds for the integer variables in the arterial
oop constraints when left turns phases, given in [7] , are extended for
he network loop constraints. 

From Fig. 1 , clearly 0 ≤ 𝑤 𝑎𝑖 ≤ 1 − 𝑟 𝑎𝑖 , and 0 ≤ 𝑤 𝑎𝑖 ≤ 1 − 𝑟 𝑎𝑖 for any
ignal i on artery a . By using the constraints (2), (6) and (7), it is obtained
𝑑 𝑎
𝑖𝑗

𝑓 𝑎 
𝑖𝑗 
𝑇 2

≤ 𝑡 𝑎 
𝑖𝑗 
≤

𝑑 𝑎
𝑖𝑗 

𝑒 𝑎
𝑖𝑗 
𝑇 1
, and 

𝑑 𝑎
𝑖𝑗

𝑓
𝑎

𝑖𝑗 𝑇 2
≤ 𝑡 

𝑎 

𝑖𝑗 
≤

𝑑 𝑎
𝑖𝑗 

𝑒 
𝑎
𝑖𝑗 𝑇 1

. Eq. (17) provides Δ𝑎𝑖 = 𝛿𝑎𝑖 𝓁 𝑎𝑖 −

𝓁 𝑎𝑖
2 − 𝛿𝑎𝑖 𝓁 𝑎𝑖 − 

𝓁 𝑎𝑖 
2 . Thus, −( 𝓁 𝑎𝑖2 +

𝓁 𝑎𝑖 
2 ) ≤ Δ𝑎𝑖 ≤ ( 𝓁 𝑎𝑖2 +

𝓁 𝑎𝑖 
2 ) , as 𝛿’s take val-

es in {0, 1}. 
By using the bounds in constraints (5), the following limits for m ’s in

erms of the MAXBAND parameters, 𝑚 

𝑎 
𝑖𝑗 
≤ 𝑚 

𝑎 
𝑖𝑗 
≤ 𝑚 

𝑎 
𝑖𝑗 
, can be expressed. 

 

𝑎 
𝑖𝑗 

= 

⌊ 
2 − 

1 
2 
( 𝑟 𝑎𝑖 + 𝑟 𝑎𝑖 ) − 

1 
2 
( 𝑟 𝑎𝑗 + 𝑟 𝑎𝑗 ) + 

1 
2 
( 𝑙 𝑎𝑖 + 𝑙 𝑎𝑖 ) + 

1 
2 
( 𝑙 𝑎𝑗 + 𝑙 𝑎𝑗 ) 

− ( 𝜏𝑎𝑗 + 𝜏𝑎𝑖 ) +
𝑑 𝑎 
𝑖𝑗 

𝑒 𝑎 
𝑖𝑗 
𝑇 1 

+ 

𝑑 𝑎 
𝑖𝑗 

𝑒 
𝑎 

𝑖𝑗 
𝑇 1 

⌋ 

, (19)

 

𝑎 
𝑖𝑗 

= 

⌈ 
−2 + 

1 
2 
( 𝑟 𝑎𝑖 + 𝑟 𝑎𝑖 ) + 

1 
2 
( 𝑟 𝑎𝑗 + 𝑟 𝑎𝑗 ) − 

1 
2 
( 𝓁 𝑎𝑖 + 𝓁 𝑎𝑖 ) − 

1 
2 
( 𝓁 𝑎𝑗 + 𝓁 𝑎𝑗 ) 

− ( 𝜏𝑎𝑗 + 𝜏𝑎𝑖 ) +
𝑑 𝑎 
𝑖𝑗 

𝑓 𝑎 
𝑖𝑗 
𝑇 2 

+ 

𝑑 𝑎 
𝑖𝑗 

𝑓
𝑎

𝑖𝑗 
𝑇 2 

⎤ ⎥ ⎥ ⎥ . (20)

Therefore, using the notation in LM 2.1 , i.e., 𝑚 

𝑎 
𝑖,𝑖 +1 = 𝑚 

𝑎 
𝑖 
: 

 

𝑎 
𝑖 
≤ 𝑚 

𝑎 
𝑖 
≤ 𝑚 

𝑎 
𝑖 
, ∀𝑎 ∈ 𝐴, ∀𝑖 = 1 , … , 𝑛 𝑎 − 1 . (21)

Furthermore, let 𝑎 ∈ 𝐴 

𝐹 
𝜁

be an artery with signals S ai , where 𝑖 ∈ 𝐼 𝑎 
𝜁
=

1 𝑎 
𝜁
, … , 𝑛 𝑎 

𝜁
} and increasing in the outbound direction. The time between
S. Pati et al.



Table 4

Sizes of some MAXBAND problems.

Grid Graph G r × c 

3x3 5x5 6x6 7x7 8x8 9x9 10x10 15x15 20x20

Equalities 16 56 85 120 161 208 261 616 1121

m ’s 12 40 60 84 112 144 180 420 760

C ’s 4 16 25 36 49 64 81 196 361

𝛿’s 36 100 144 196 256 324 400 900 1600

Integer variables 52 156 229 316 417 532 661 1516 2721
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he first signal and the last one in the artery segment is: 

 

𝑎 

1𝑎 
𝜁
,𝑛 𝑎 
𝜁

= 

∑
𝑖 ∈𝐼 𝑎 

𝜁
⧵{ 𝑛 𝑎 

𝜁
} 
𝑡 𝑎 
𝑖 
− 

∑
𝑖 ∈𝐼 𝑎 

𝜁
⧵∕ 1 𝑎 

𝜁
∕ 
𝜏𝑎𝑖 . (22)

Hence, 𝑡 𝑎 1 𝑎 
𝜁
,𝑛 𝑎 
𝜁

≤ 𝑡 𝑎 1 𝑎 
𝜁
,𝑛 𝑎 
𝜁

≤ 𝑡 𝑎 1 𝑎 
𝜁
,𝑛 𝑎 
𝜁

, in which 

 

𝑎 

1 𝑎 
𝜁
,𝑛 𝑎 
𝜁

= 

∑
𝑖 ∈𝐼 𝑎 

𝜁
⧵{ 𝑛 𝑎 

𝜁
} 

𝑑 𝑎 
𝑖 

𝑒 𝑎 
𝑖 
𝑇 1 

− 

∑
𝑖 ∈𝐼 𝑎 

𝜁
⧵{1 𝑎 

𝜁
} 
𝜏𝑎𝑖 , (23)

 

𝑎 

1𝑎 
𝜁
,𝑛 𝑎 
𝜁

= 

∑
𝑖 ∈𝐼 𝑎 

𝜁
⧵{ 𝑛 𝑎 

𝜁
} 

𝑑 𝑎 
𝑖 

𝑓 𝑎 
𝑖 
𝑇 2 

− 

∑
𝑖 ∈𝐼 𝑎 

𝜁
⧵{1 𝑎 

𝜁
} 
𝜏𝑎𝑖 . (24)

By using the same means mentioned before and considering 𝜙𝑎 
𝑖𝑗 
+

1 
2 𝑟 𝑎𝑗 + 𝑤 𝑎𝑗 + 𝜏𝑎𝑗 = 

1 
2 𝑟 𝑎𝑖 + 𝑤 𝑎𝑖 + 𝑡 𝑎 

𝑖𝑗 
, it is obtained 𝜙𝑎 

𝑖 𝑎 
𝜁
,𝑛 𝑎 
𝜁

≤ 𝜙𝑎 
𝑖 𝑎 
𝜁
,𝑛 𝑎 
𝜁

≤ 𝜙𝑎 
𝑖 𝑎 
𝜁
,𝑛 𝑎 
𝜁

,

or, 

𝑎 

𝑖 𝑎 
𝜁
,𝑛 𝑎
𝜁

= − 

1 
2 
( 𝑟 𝑎, 1 𝑎 

𝜁
+ 𝑟 𝑎,𝑛 𝑎 

𝜁
) + 𝑡 𝑎 1 𝑎 

𝜁
,𝑛 𝑎 
𝜁

+ 1 , (25)

𝑎 

𝑖 𝑎 
𝜁
,𝑛 𝑎
𝜁

= 

1 
2 
( 𝑟 𝑎, 1 𝑎 

𝜁
+ 𝑟 𝑎,𝑛 𝑎 

𝜁
) + 𝑡 𝑎 1 𝑎 

𝜁
,𝑛 𝑎 
𝜁

− 1 . (26)

Following Eq. (18) , we also have Ψ𝑖 
𝑏𝑐 

≤ Ψ𝑖 
𝑏𝑐 

≤ Ψ𝑖 
𝑏𝑐 
, where

𝑖
𝑏𝑐

= 

1 
2 
(1 + 𝓁 𝑐𝑘 + 𝓁 𝑏𝑗 ) , (27)

𝑖
𝑏𝑐

= 

1 
2 
(1 − 𝓁 𝑐𝑘 − 𝓁 𝑏𝑗 ) . (28)

Finally, the bounds for C 𝜁 , in the set of constrains (10), become 

 𝜁 = 

⎢ ⎢ ⎢ ⎢ ⎣
∑
𝑎 ∈𝐴 𝐹 

𝜁

𝜙𝑎 
𝑖 𝑎 
𝜁
,𝑛 𝑎 
𝜁

− 

∑
𝑎 ∈𝐴 𝐵 

𝜁

𝜙𝑎 
𝑖 𝑎 
𝜁
,𝑛 𝑎 
𝜁

+ 

∑
( 𝑏,𝑖,𝑐)∈𝐽 𝜁

Ψ𝑖 
𝑏𝑐 

⎥ ⎥ ⎥ ⎥ ⎦ , (29)

 𝜁 = 

⎡ ⎢ ⎢ ⎢ ⎢ 
∑
𝑎 ∈𝐴 𝐹 

𝜁

𝜙𝑎 
𝑖 𝑎 
𝜁
,𝑛 𝑎 
𝜁

− 

∑
𝑎 ∈𝐴 𝐵 

𝜁

𝜙𝑎 
𝑖 𝑎 
𝜁
,𝑛 𝑎 
𝜁

+ 

∑
( 𝑏,𝑖,𝑐)∈𝐽 𝜁

Ψ𝑖 
𝑏𝑐 

⎤ ⎥ ⎥ ⎥ ⎥ 
. (30)

The next set of constraints can be added to the linear model: 

 𝜁 ≤ 𝐶 𝜁 ≤ 𝐶 𝜁 , ∀𝜁 ∈  𝜁 . (31)

For reducing the space of search of the integer variables, the above-
entioned limits are utilized in the coming computational experiments.

. Hybrid heuristic for MAXBAND

.1. A MILP-based heuristic with tabu search for MAXBAND 

On a network, the MAXBAND model requires a large number of ini-
ial data points as well as several variables defined on each segment of
n artery, signals and cycles in the cycle basis. Even though the instances
resented in Table 4 may not seem to be very large, the formulation has
any equalities which contain integer and binary variables, making the
roblem difficult to solve. 
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Because the proposed algorithm includes Tabu Search [23] , it re-
uires an initial solution for later exploring its neighbourhood. Despite
any attempts to find a systematic procedure to generate this solution,
ue to the high number of equalities involved, the optimization solver
PRESS provided the first feasible solution [31] . 

Moreover, the set of the variables m ’s ( 2 𝑟𝑐 − 𝑟 − 𝑐), 𝛿’s (4 rc ) and C ’s
 𝑟 ( 𝑐 − 1) − 𝑐 + 1 ) require to take integer values in the optimal solution.
 number of rm, rd and rC variables are chosen randomly from them
espectively to be modified later with one of the following procedures.
he rest of the integer variables are fixed to the values they have in the

nitial solution. 

• TSILP-LSF: The values of rm, rd and rC variables are fixed to values
within the inequality Eqs. (21) , {0, 1} and (31) , respectively.

• TSILP-LSU: The rm, rd and rC variables with values given by a solu-
tion become variables again (i.e., unfixed). 

• TSILP-LSVNS: TSILP-LSF and TSILP-LSU are applied one after the
other.

The current problem is solved using XPRESS to attain a new feasi-
le neighbour solution. This is repeated to generate a set of solutions
 candidate list ) of size SizeList . The list of candidates may contain many
nfeasible solutions when using TSILP-LSF. Thus, if some variables are
nfixed, the number of unfeasible solutions reduces considerably. In this
ense, TSILP-LSU generates the candidate list. In our experience, if a
emory structure is applied, releasing (unfixing) variables to solve the
roblem, it generates a diverse set of solutions. TSILP-LSU is applied on
he selected variables rm, rd and rC only if it is not forbidden by a tabu

ist . The list is an array which contains tt values for each variable repre-
enting the number of iterations that cannot be modified. This is sorted
y decreasing in order the objective value (i.e., the best first), and the
rst solution becomes the current solution . After saving the tabu list and
pdating each integer variable, the tt values decrease if different from
ero, otherwise they are fixed to a value maxtt . Subsequently, a greedy
ocal search is applied to the current solution . This is simply an iterative
pplication of TSILP-LSVNS ( Algorithm 1 ), TSILP-LSF ( Algorithm 2 ) or
SILP-LSU ( Algorithm 3 ). The termination criteria is met when a maxi-
um number of iterations occur (see Algorithm 4 ). 

.2. Computational results 

The algorithms performance is tested using artificial data. All ran-
om data hold the same values for outbound and inbound directions.
otice that even small grid graphs are very dense. 

Let U ( a, b ) be a continuous uniform distribution on interval ( a, b ), 

• The lengths of the arcs of the grid follow a distribution U (140, 600)
(meters).

• Red times r follow a distribution U (0.4, 0.6) (periods).
• Times to turn left 𝓁 follow a distribution U (0.25 r , 0.38 r ) (seconds).
• Min/max common period 𝑇 min / 𝑇 max , follows a distribution U (40,

60)/ U (90, 110) (seconds).
• Limits of velocities lower/upper e / f follow a distribution U (12,

14)/ U (15, 16) (meters/second).
• Limits on changes in reciprocal speed lower/upper 1/ h /1/ g =
0 . 012 / −0 . 012 (meters/second) −1 .
S. Pati et al.



Table 5

Computational Results for TSILP procedure (small instances).

Exact Global Global/LS TSILP-LSF TSILP-LSU TSILP-LSVNS

size # OF ∗ t iter sl tt iLS rm rd rC avg worst best avgt avg worst best avgt avg worst best avgt

3x3 1 3.22 0 10 5 3 5 2 2 2 2.73 2.71 2.91 6 3.01 3.01 3.02 7 3.00 2.83 3.02 9

10 5 3 10 2 2 2 2.72 2.71 2.81 8 3.01 3.01 3.02 10 3.02 3.01 3.02 15

30 10 3 10 4 4 4 2.71 2.71 2.76 33 3.02 3.02 3.02 45 3.02 3.02 3.02 59

50 10 3 20 4 4 4 2.71 2.71 2.71 73 3.02 3.02 3.02 123 3.02 3.02 3.02 174

2 3.80 0 10 5 3 5 2 2 2 2.61 1.24 3.76 5 3.48 1.38 3.80 6 3.79 3.67 3.80 8

10 5 3 10 2 2 2 3.24 1.24 3.77 10 3.78 3.72 3.80 9 3.80 3.76 3.80 13

30 10 3 10 4 4 4 3.69 3.69 3.69 31 3.69 3.69 3.69 39 3.69 3.69 3.69 52

50 10 3 20 4 4 4 3.69 3.69 3.69 72 3.69 3.69 3.69 102 3.69 3.69 3.69 145

5x5 3 4.77 7 10 5 3 5 2 2 2 3.57 2.63 4.16 11 4.05 3.43 4.31 14 4.11 3.73 4.29 17

10 5 3 10 2 2 2 3.86 3.29 4.06 14 4.08 3.52 4.30 17 4.17 3.83 4.35 19

30 10 3 10 4 4 4 4.16 4.01 4.41 55 4.31 4.18 4.73 96 4.36 4.18 4.73 117

50 10 3 20 4 4 4 4.14 3.94 4.18 145 4.33 3.95 4.71 257 4.42 4.23 4.72 332

4 5.20 6 10 5 3 5 2 2 2 3.88 3.75 3.98 7 4.09 3.84 4.43 11 4.24 3.98 4.49 11

10 5 3 10 2 2 2 3.91 3.74 4.11 14 4.25 3.78 4.77 22 4.21 4.11 4.26 29

30 10 3 10 4 4 4 4.47 3.97 4.61 58 4.77 4.66 4.86 84 4.74 4.46 4.86 120

50 10 3 20 4 4 4 4.45 3.97 4.61 145 4.78 4.66 4.86 260 4.83 4.77 4.86 326

6x6 5 5.18 116 10 5 3 5 2 2 2 3.11 2.01 3.52 15 3.51 3.28 3.94 17 3.54 3.18 3.97 20

10 5 3 10 2 2 2 3.12 2.49 3.48 21 3.49 3.07 3.79 33 3.48 3.07 3.86 39

30 10 3 10 4 4 4 3.58 3.38 3.73 85 4.07 3.57 4.24 128 4.16 3.91 4.24 152

50 10 3 20 4 4 4 3.73 3.49 4.18 190 4.23 3.93 4.46 345 4.31 4.12 4.46 420

6 4.74 1270 10 5 3 5 2 2 2 3.35 1.63 4.16 12 4.18 3.92 4.31 17 4.16 3.92 4.31 19

10 5 3 10 2 2 2 3.57 1.63 4.15 17 4.19 3.74 4.35 25 4.26 4.10 4.35 36

30 10 3 10 4 4 4 4.24 4.17 4.33 92 4.32 4.14 4.37 128 4.36 4.35 4.37 152

50 10 3 20 4 4 4 4.28 4.22 4.33 193 4.36 4.35 4.37 274 4.36 4.35 4.37 295

Algorithm 1 VNS Local Search Procedure (LSVNS). 

Let: 
𝑆 ∶ A problem with best objective function value on a candidate list . 

Step 1. Choose 𝑟𝑚 , 𝑟𝑑 and 𝑟𝐶 from 𝑚 ’s, 𝛿’s and 𝐶 ’s on 𝑆. 
Step 2. If 𝑡𝑡 = 0 , fix their values with random numbers within their 
bounds. 
Step 3. Solve the instance using an LP solver (XPRESS) and set this 
solution as a current solution . 
Step 4. Choose other integer variables 𝑟𝑚 , 𝑟𝑑 and 𝑟𝐶 from 𝑚 ’s, 𝛿’s and 
𝐶 ’s on the current solution . 
Step 5. If 𝑡𝑡 = 0 , these variables are unfixed. 
Step 6. Solve the instance using branch and bound (XPRESS). 
Step 7. Update the current solution only if it is better than the previous 
one. 
Step 8. Repeat the process until the maximum number of iterations is 
reached. 

Algorithm 2 Fix local search procedure (LSF). 

Let: 
𝑆 ∶ A problem with best objective function value on a candidate list . 

Steps 1 …3 and 7 …8 are as in LSVNS. 

 

X  
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Algorithm 3 Unfix local search procedure (LSU). 

Let: 
𝑆 ∶ A problem with best objective function value on a candidate list . 

Steps 4 …6 and 7 …8 are as in LSVNS. 

Algorithm 4 Tabu Search for MAXBAND (TSILP-LS/F/U/VNS). 

Let: 
𝑃 : A complete MAXBAND problem on a grid graph. 

Step 1. For all 𝑚 , 𝛿 and 𝐶, 𝑡𝑡 = 0 in a tabu list . 
Step 2. Find the first integer solution for 𝑃 by XPRESS and set it as 
current solution . 
Step 3. Create a candidate list of size SizeList: 

1. Choose randomly 𝑟𝑚 , 𝑟𝑑 and 𝑟𝐶 from 𝑚 ’s, 𝛿’s and 𝐶 ’s in
current solution .

2. If 𝑡𝑡 = 0 , unfix these variables.
3. Solve the problem using branch and bound (XPRESS).
4. Repeat SizeList times.

Step 4. Sort the 𝑐𝑎𝑛𝑑 𝑖𝑑 𝑎𝑡𝑒 𝑙𝑖𝑠𝑡 in decreasing order of the objective 
function value. 
Step 5. Apply procedure LSF, LSU or LSVNS with the best first in the 
candidate list as input. 
Step 6. Set the current solution as the best solution in the candidate list . 
Step 7. Update the tabu list for each 𝑚 , 𝛿 and 𝐶 on the current solution : 

1. If current 𝑡𝑡 = 0 then 𝑡𝑡 = 𝑚𝑎𝑥𝑡𝑡 , else
2. 𝑡𝑡 = 𝑡𝑡 − 1 .

Step 8. Repeat Steps 3 − 7 until a maximum number of iterations is 
reached. 

 

g  

m
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• All 𝜏ai ’s and 𝜏𝑎𝑖 ’s were set to 0.
• All weights on the objective function were set to 1.

Computational experiments are carried out using a PC Intel(R)
eon(R) 3.40GHz 16.0 (RAM). The fundamental cycle basis [29,32] for
ach graph G r × c were obtained using Mathematica version 10.1. The
lgorithms were coded with Xpress Mosel version 3.4.2, and the solver
sed was Xpress Optimizer version 24.01.04. 
A Hybrid Heuristic Approach for Traffic... 379
Table 5 presents results for different small grid graph instances
enerated randomly, considering all parameters and variables in the
odel 1 including the bounds (21) and (31) . 
S. Pati et al.



Table 6

Computational Results for TSILP procedure (large instances).

Global Global/LS TSILP-LSF TSILP-LSU TSILP-LSVNS

size # iter sl tt iLS rm rd rC avg worst best avgt avg worst best avgt avg worst best avgt

7x7 7 30 10 5 20 5 5 5 4.33 4.24 4.34 292 4.51 4.35 4.66 484 4.63 4.56 4.68 546

30 10 5 30 5 5 5 4.34 4.27 4.46 213 4.51 4.35 4.72 440 4.58 4.36 4.72 520

50 10 5 30 5 5 5 4.34 4.34 4.35 300 4.56 4.35 4.70 625 4.66 4.53 4.72 815

50 20 5 30 10 10 10 4.37 4.24 4.55 623 4.67 4.56 4.72 1469 4.70 4.66 4.72 1700

8 30 10 5 20 5 5 5 3.11 2.88 3.19 175 3.28 3.19 3.46 347 3.40 3.19 3.55 417

30 10 5 30 5 5 5 3.15 2.88 3.19 162 3.31 3.12 3.48 329 3.41 3.19 3.83 425

50 10 5 30 5 5 5 3.21 3.19 3.38 399 3.35 3.19 3.55 613 3.63 3.23 3.99 817

50 20 5 30 10 10 10 3.29 3.19 3.82 581 3.52 3.22 4.30 1113 3.81 3.36 4.39 1323

8x8 9 30 10 5 20 5 5 5 4.08 3.85 4.28 219 4.22 4.20 4.28 398 4.23 4.20 4.28 483

30 10 5 30 5 5 5 3.99 3.85 4.19 281 4.21 4.20 4.24 715 4.24 4.20 4.28 910

50 10 5 30 5 5 5 4.04 3.85 4.19 472 4.23 4.20 4.33 806 4.25 4.20 4.33 900

50 20 5 30 10 10 10 4.22 4.19 4.28 778 4.28 4.20 4.33 1710 4.30 4.24 4.33 1760

10 30 10 5 20 5 5 5 2.25 2.08 2.84 167 3.07 2.54 3.37 397 3.10 2.75 3.53 524

30 10 5 30 5 5 5 2.25 2.01 2.84 218 3.03 2.38 3.49 601 3.12 2.77 3.49 727

50 10 5 30 5 5 5 2.33 2.08 2.96 382 3.35 2.84 3.72 710 3.42 2.84 3.61 1186

50 20 5 30 10 10 10 3.01 2.68 3.22 567 3.54 3.27 3.92 1345 3.72 3.29 4.10 1688

9x9 11 30 10 5 20 5 5 5 3.33 3.00 3.70 282 4.15 3.61 4.35 524 4.15 3.61 4.31 620

30 10 5 30 5 5 5 3.40 3.00 4.02 324 4.04 3.61 4.31 620 4.20 3.61 4.49 755

50 10 5 30 5 5 5 3.43 3.00 3.65 522 4.25 3.61 4.88 893 4.93 4.75 5.01 928

50 20 5 30 10 10 10 4.14 3.79 4.42 479 4.36 4.26 4.49 1131 4.80 4.38 5.20 1206

12 30 10 5 20 5 5 5 4.17 4.07 4.31 270 4.31 4.24 4.71 541 4.36 4.24 4.71 646

30 10 5 30 5 5 5 4.18 4.07 4.31 316 4.25 4.22 4.31 699 4.28 4.24 4.42 848

50 10 5 30 5 5 5 4.18 4.07 4.42 539 4.26 4.24 4.31 901 4.39 4.24 4.74 1223

50 20 5 30 10 10 10 4.27 4.12 4.42 658 4.43 4.24 4.56 1324 4.45 4.31 4.61 1698

10x10 13 30 10 5 20 5 5 5 1.63 1.55 1.91 9937 1.85 1.76 1.91 10,123 1.86 1.76 1.91 10,259

30 10 5 30 5 5 5 1.75 1.55 1.91 10,007 1.84 1.57 1.91 10,278 1.89 1.72 1.91 10,488

50 10 5 30 5 5 5 1.71 1.55 1.91 10,218 1.86 1.66 1.91 10,714 1.91 1.90 1.91 11,058

50 20 5 30 10 10 10 1.89 1.72 1.91 10,553 1.91 1.91 1.91 11,341 1.94 1.73 2.01 11,729

14 30 10 5 20 5 5 5 2.36 2.30 2.46 474 2.86 2.56 2.97 778 2.91 2.75 2.97 918

30 10 5 30 5 5 5 2.45 2.30 2.90 554 2.85 2.52 3.03 769 2.94 2.79 3.05 958

50 10 5 30 5 5 5 2.40 2.30 2.55 648 2.93 2.84 3.05 1407 2.95 2.79 3.05 2016

50 20 5 30 10 10 10 2.98 2.77 3.05 876 3.13 3.04 3.21 2082 3.20 3.05 3.24 3238

Table 7

10 × 10 instances vs XPRESS. 

Exact TSILP_LSF TSILP_LSU TSILP_LSVNS

size # f_OF t_fs t > 3h worst best worst best worst best

10x10 13 0.14 9657 1.55 1.55 1.91 1.57 1.91 1.72 2.01

14 0.54 152 2.19 2.30 3.05 2.52 3.21 2.75 3.24

Fig. 8. Box-Plot of 10 runs for experiments TSILP-LS on G 6 × 6 (instance 5). 
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Fig. 9. Box-Plot of 10 runs for experiments TSILP-LS on G 8 × 8 (instance 10). 

Fig. 10. Box-Plot of 10 runs for experiments TSILP-LS on G 10 × 10 (instance 14). 
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The headers are as follows: 

• size: size of the problem.
• #: instance number.
• Exact (XPRESS branch and bound).

– OF ∗ : optimal value of the objective function.
– t: running time (seconds).

• Global (stands for whole procedure).
– iter: number of tabu search iterations.
– sl: size list.
– tt: tenure time in the memory list (iterations).

• Global/LS (stands for whole and local search procedures).
– iLS: number of iterations of local search.
– rm, rd, rC: number of variables m ’s, 𝛿’s and C ’s chosen for the

candidate list and the local search.
• TSILP-(LSF, LSU, LSVNS).

– avg, worst, best: Average, worst and best case objective function
value.

– avgt: average time (seconds).

Each problem is solved ten times using four different parameter set-
ings. An equal number of integer variables rm, rd and rC were used
n both cases to create the candidate list and to run the local search
rocedure. The best objective function values obtained among the dif-
erent heuristic algorithms are underlined. For each instances, XPRESS
ermmited to obtain optimal solutions in short time. 

TSILP-LSU and TSILP-LSVNS met the optimal for problem #2 and
oth algorithms performed almost the same in most of the evaluated
ases. Fig. 8 resembles, as an example, the mean OF values represented
n red dots. 
A Hybrid Heuristic Approach for Traffic... 381
For problems of 5 × 5 and 6 × 6 size, the increase in the number
f iterations, size list and selected random variables generated better
esults. Clearly, as the problem size increases, the heuristics times are
ore competitive. 

Table 6 presents results for larger instances. In this case, XPRESS was
ot able to find the optimal solution for any of them within a time limit
f 3 h. On the other hand, TSILP-LSVNS showed better results as it is
ortrayed in Figs. 9 and 10 . 

The running times, which include the time required to achieve
he first initial feasible solution using standard branch and bound in
PRESS, were as explained next. For instance #13, the CPU time was
ore or less 9657 s, 152 for instance #14, and the remainder took less

han 11 s. 
In most of the cases, the average solution of TSILP-LSVNS improved

he average solutions obtained with the first two methods. TSILP-LSF
ook less time, but almost never found the best objective function value,
hich was obtained by the other algorithms. 

Due to the vast amount of initial data, and the need of having the
nteger model ready and before applying any algorithm, requires some
ime which was not included in the running times. Nevertheless, the
argest instance tested had an average of 20.73 s, which is time needed
y XPRESS to generate the model to be solved. 

The best results was found for the largest instances. In this case, the
hree algorithms, even in the worst cases, reached much better solution
han those obtained using XPRESS. Table 7 lists the first integer solu-
ion (f_OF), the time to meet that solution (t_fs) and the best integer
olution after 3 h of running time (t > 3h) of the XPRESS branch and
S. Pati et al.
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. Conclusions

In this contribution, a complete review of the MAXBAND model and 
 generalization of the integer variable bounds proposed in [7] were 
erformed to establish the network case study. Cycle integer variable 
ounds were provided as well. 

Additionally, a hybrid heuristic algorithm based on Tabu Search and 
NS took advantage of the mixed integer linear MAXBAND model to 
btain feasible solutions. During the search of optimal solutions, the 
roblems were solved in a reduced feasible space due to the initial so- 
ution. The proposed algorithm begins with a feasible solution for later 
btaining integer values to be used in the subsequent iterations. Results 
ere better when a serial application of LSF and LSU was included by 

ocal search using VNS. As attested in the computational experiments, 
he best results were obtained for large instances. 

Future work in this subject embraces to include further attention in 
rioritizing certain arteries with high traffic, and other real-life traffic 
spects that were not included. The incorporation of such real aspect 
ould modify the weights composing the objective function. 
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A modified fuzzy approach to project team selection

a r t i c l e i n f o 
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Fuzzy set
Soft set
Intuitionistic fuzzy soft Set
Project team selection

a b s t r a c t 

Selecting a team for executing a project is not an easy task. As any project involves monetary implications,
management of a company employs a careful approach in choosing a project team. Several variations of Multi
Criteria Decision Making (MCDM) Models are available in the literature and practice. We propose a modified
intutionistic fuzzy approach to project team selection. We have combined the MCDM with dynamic weightage
for each parameter. The main design parameters in this model are the conversion of input data into the fuzzified
form, design of non - membership grade and the calculation of indeterministic values from membership and non- 
membership grades. Finally, the fuzzified output is converted into a crisp set, known as defuzzification. This
method helps in determining the most skilled candidates in the order of their ability from a group of applicants.
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. Introduction

A project is a temporary endeavour designed to produce a unique
roduct, service or result with a defined beginning and end satisfying the
redetermined goals and objectives, typically to bring about beneficial
hange or added value [7] . The phases of project management include
nitiating, planning, executing, monitoring and controlling, and closing
he work of a team. All those activities are aimed to achieve defined
oals at the defined time. 

Projects are usually time constrained, and often constrained by fund-
ng and staffing. These constraints impact the quality of the deliverables.
he success of project management can always be filtered through the
riple Constraints, viz., the budget, time and scope. Though the origins
f Triple Constraints are unclear, they have been used since at least the
950s. 

This paper is presented in 8 sections. Review of relevant literature
s available in Sections 2 and 6 . The motivation of the work and the
elevance of the work are available in Section 3 . The role of fuzzy set
heory in the project management is presented in Section 4 . The model
onstruction is given in Section 5 . In Sections 6 and 7 , an experiment,
ts result, discussion and the sensitivity analysis are included. The paper
oncludes with Section 8 . 

.1. History of project management 

Most scholars consider that modern project management has started
ith the innovative scheduling diagram Gantt chart by Henry Gantt in
917. This scheduling tool created a new way of thinking for project
A Modified Fuzzy Approach to Project... 383
anagement and gave birth to dozens of process and tools for project
anagers to manage the complexities of budget, quality and time. Some
otable techniques included the Critical Path Method (CPM), the Pro-
ram Evaluation Review Technique (PERT) and the Work Breakdown
tructure (WBS). The CPM identifies the earliest completion time with-
ut discarding all the crucial activities to complete the project. The PERT
elps to analyse the task involved in completing a project. The WBS
elps to decompose projects into smaller deliverables. These tools help
onitoring and controlling the projects to minimize the impacts of the
riple Constraints and improve quality. 

In the last couple of decades, markets have become more compet-
tive. Many isolated economies shifted to global approaches. Quality
as become the de facto standard for winning a customer. The defini-
ion of quality becomes more refined to conformance to requirement.
roject management processes received wider attention to predict and
mprove quality of the product. Total Quality Management (TQM), In-
ernational Organization for Standardization (ISO), Capability Maturity
odel Integration (CMMI) and many more standards were born, re-
ned and streamlined during this time to manage the Triple Constraint
nd thereby the quality. All these standards provide fundamental man-
gement techniques, optimizing processes and efficient tools towards
ontinuous improvements for an organization by conforming customer
eeds and expectations, encouraging innovation and employee partici-
ation, respecting societal values and belief and obeying governmental
egulations and statues. 

Though the term Triple Constraint was introduced as part of mod-
rn project management in 1950s, there are historical evidences that
B. Pradhan et al.
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n the early civilization these concepts were heavily used. In 2570 BC,
he Pharaohs completed The Great Pyramid of Giza, the tallest human-
ade structure existing for more than 3800 years, conforming to the

uality requirements of Pharaoh. The project had clear time span of 20
ears, budget of 100,000 workers and clear dimensions of Pyramid as
he scope. Without the service of modern management concepts, tools
uch as cranes, bulldozers, the Egyptians managed the triple constraints
nd completed mammoth structures of admirable precision within time.
rchaeologists suggests that Egyptians conquered the concept of Work
reakdown Structure (WBS) to employee 100,000 skilled craftsmen for
he project. These employees were arranged in a highly organized tiered
anagement structure with each side of the pyramids having a dedi-

ated supervisor. They understood the concepts of modern Human Re-
ources Management (HRM) very well. The importance was given for
heir skills, knowledge management and experience. The workers’ safety
nd health were considered important. They lived near the construction
ites with well-equipped and furnished labour camps. Employees were
aid in food and accommodation, well looked after and were allowed
ne day in ten to rest. Another such large project were huge manpower
as used is Construction of the Great Wall of China in 208 BC. According

o historical data, the labour force was organized into soldiers, common
eople and prisoners. 

.2. Project management in modern times 

The modern project management techniques focus more on the as-
ects of monitoring and controlling of project which happens after a
eam has been selected. With the examples of these two ancient projects,
ne can observe the importance of highly skilled people in right posi-
ion for the success of the project. Rightly skilled people placed at right
osition brings in competitive advantage to any company. 

Teamwork is one of the pivot factors that influence the engineering
nd management structure. Software fields now greatly work by form-
ng small teams which carry out assignments relating to system manage-
ent, product development, analysis, etc. This reduces the error tenden-

ies as prominent skilled people are made part of the team. Each team
omprises of people who can directly contribute to the requirements of
he project. 

. Review of literature

Katzenbach and Smith [17] defined the concept of an optimal cross
unctional team required for a project. They presented that an optimal
ross functional team is a group of people, few from each required func-
ional area, who are chosen carefully for complementary skills and who
re mutually amenable and can work for a common goal for the project
uccess. They will have a shared mission and approach and a fixed time-
ine. The members will return to their functional units or move to a dif-
erent project once the project task is accomplished. Hence the project
eam formation is recognized to be an intricate multi-criteria problem
n decision making. 

Topcu [13] indicated that the constraints on the cost of development
nd establishment also lead to quality issues during the completion of
he project. He also says that, evaluating the team members with respect
o their skills, past performances, work quality, competency and mutual
greeability may help in resolving this issue. All of the project activi-
ies undoubtedly rely on the team structure. Thus team selection which
s one of the incipient tasks of the project becomes the most relevant.
ence a strategic decision making study on the team selection proce-
ure has now become a necessity. Though a lot of work regarding the
ehavioural traits of the team members that can affect the smooth func-
ioning of the project were categorically studied, a talent-based (quanti-
ative) research in this domain is yet very limited. A fuzzified approach
o this aspect was noticeably brought by Yakoob and Kawata [14],  by
aking use of triangular fuzzy numbers in the selection of the candi-
ates for work team formation. 
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. Project management

.1. Team and role structure 

Success or failure of project is directly linked to the quality of the
uman resources selected to execute the project and the hierarchical
tructure adopted. In the last 50 years, Human Resources Management
HRM) has pioneered many concepts from hiring, training and develop-
ent, performance review, compensation, safety and health, welfare in-
ustrial relations to termination of employees. The strategic HRM move-
ent reinforces these concepts that any individual in a company who
as responsibility for people is the HR manager, no matter which func-
ional division the employee reports to. The following 3 step process
nsures that the employees are motivated and productive. 

.1.1. Step 1: Job Analysis and Job Description 

The first step of project management is to conduct a job analysis for
he project and define all the job descriptions (JD). The Job Analysis is
ore exhaustive than just technical skills. It shall include analysing the

ntire work process, internal and external communications, work struc-
ure, etc. The JD shall include the details of jobs, remuneration, years
f experience, knowledge, skill set, expected results, behavioural and
echnical competencies, soft skills, etc. The JD ensures to broadly cover
oth psychological and sociological dimensions of work and workforce.

.1.2. Step 2: Hierarchical Structure 

The second step is to create the hierarchical structure needed for
he workforce and define the responsibility matrix. The RASCI matrix
s a common framework used for allocation and assignment of respon-
ibilities to the team members in projects. The letters of RASCI in the
atrix describe the level of responsibility. The levels are Responsibility,
ccountability, Supported, Consulted and Informed in that order. 

.1.3. Step 3: Job Design 

The last step is to ensure a proper Job Design approach for the project
y considering characteristics of the task, work flow, ergonomics, work
ractices, autonomy, employee abilities and availability and social and
ultural expectations. Job Design ensures job satisfaction with enriched
obs. With proper job description, reporting structure and job design in
lace, team members from the available pool can be selected. 

.2. Selecting members to the project team 

The team is comparable to human body. Like various organs collab-
rate to make things happen in a body, the varied different individuals
ollaborate day by day to bring success to the project. The key quality
o be part of the project team is teamwork, which is a behavioural com-
etency. Members bring something unique to the project team and are
lways gunning to make things happen [18] . 

Team selection is not different from match-making. One side of the
pectrum is the requirement - clear roles and job descriptions. The other
ide is the available talents with their various capability parameters. The
bjective is to gain the best talents in the market that can make a differ-
nce to the project. There should be a fit between job description and
he capabilities of available talent to discharge the tasks. Any mismatch
s likely to result in job dissatisfaction that carries dysfunctional conse-
uences like low productivity, increased absenteeism and attrition. The
ssignment Problem and the Classical Marriage Problem are similar sce-
arios. 

There are many criteria available for comparing a talent against the
ob description. Each project may choose the right blend of criteria that
re important for that environment. These criteria help the workforce
o execute project with agility and quality. In people selection process
or a project, we must identify the criteria needed for each position in
hat project, align available human resources to business positions. 
B. Pradhan et al.



Table 1

Example of SS.

𝐻 Υ1 Υ2 Υ3 Υ4 

Ω1 1 0 1 0

Ω2 1 0 1 1

Ω3 0 1 1 1

Ω4 1 0 0 0

Ω5 0 1 0 1
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Table 2

Example of FSS.

𝐻 Υ1 Υ2 Υ3 Υ4 

𝜛 1 0.85 0.23 0.92 0.34

𝜛 2 0.65 0.31 0.87 0.95

𝜛 3 0.22 0.79 0.89 0.93

𝜛 4 0.89 0.12 0.41 0.87

𝜛 5 0.25 0.87 0.27 0.91
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Today, the normal ways of doing business has changed. Globaliza-
ion and digitization have brought in level playing fields across interna-
ional markets. Every business is facing VUCA (volatility, uncertainty,
omplexity and ambiguity) threats from markets that were unknown
ew years back. At the same time, organizations are attempting con-
tantly to improve productivity, performance and return on investment.
he strength of the organization is strength of its team. Each organi-
ation is always on the lookout for making a dream team. The MCDM
Multi-Criteria Decision Making) Method ensures that the organization
an build a dream team. 

. Fuzzy set theory and its application in project management

Nowadays, fuzzy technology is increasingly used in Project team se-
ection studies. Project team selection is a complex process. The model
resented should only be used for those cases in which there are mi-
or divergence among the DMs. This enables them to define an interval
f variation for the weight of each criterion. i. e., a lower and an up-
er limit for the weight of each criterion. In this work, the MCDM with
ynamic weightage for each parameter is considered. 

In 1965, Zadeh [16] introduced the concept of fuzzy set theory. This
heory acts as a bridge between certainty and uncertainty. So many re-
earchers have applied this theory in real time applications. This theory
s efficiently effective when the relationships are not fully defined. The
uzzy set is defined from a universal set 𝐻 to [0,1]. Normally the range
f a crisp function is taken as a very large interval from −∞ to +∞. This
ery large range of crisp function can be mapped in to a closed interval
0,1]. That is a very large range can be transformed into a small inter-
al between 0 and 1 both values are inclusive. From (−∞, +∞) can be
hrunk to the interval [0,1]. Then there arises a question: Is this pos-
ible? This question brings out a solution. The solution is the fuzzy set
hich is the most powerful and universal set in reality. The function as-

ociated with the fuzzy set is called the membership function (MF) and
he set defined by it is called fuzzy set. 

The MF 𝜇𝐶 is defined as 

𝐶 ∶ 𝐻 → [0 , 1] . (1)

.1. Fuzzy soft sets 

Molodtsov [6] introduced soft set (SS) which is capable of handling
ncertainties. This theory has several applications in computer science,
lectrical engineering and boolean algebra because it contains only two
lements 0 and 1. The ordered pair ( ϝ , 𝐶) is called a soft set over 𝐻,

here ϝ ∶ 𝐶 → 𝑅 ( 𝐻 ) , where 𝑅 ( 𝐻 ) is the set of all subsets of a universal
et 𝐻 and C is a collection of attributes. 

.2. An SLCM Model 

Let 𝐻 = {Ω1 , Ω2 , Ω3 , Ω4 , Ω5 } be the five Software Life Cycle Mod-
ls (SLCM) in software engineering. Let 𝐶 = {Υ1 , Υ2 , Υ3 , Υ4 } be
he parameters (attributes) related to this models. Suppose that
 (Υ1 ) = {Ω1 , Ω2 , Ω4 } , ϝ (Υ2 ) = {Ω3 , Ω5 } , ϝ (Υ3 ) = {Ω1 , Ω2 , Ω3 } , and ϝ (Υ4 ) =
Ω2 , Ω3 , Ω5 } . This is represented as a 0 − 1 matrix in Table 1 .

The Soft Set (SS) has rich potential applications in computer science
nd boolean algebra. The major drawback of the soft set theory is that
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t deals with two extremes only. To avoid these problems Maji et al. [4]
ntroduced the concept called fuzzy soft set theory which also deals with
ncertainties. There are infinite number of possibilities in fuzzy soft set
heory because there are infinite number of real numbers that lie be-
ween 0 and 1. The ordered pair ( ϝ , 𝐸) is called a fuzzy soft set over
, where ϝ ∶ 𝐸 → 𝐴 ( 𝐻) , where 𝐴 ( 𝐻) is the set of all fuzzy sets of a

niversal set 𝐻 . 
In the previous example, suppose that 

ϝ (Υ1 ) = { 𝜛 1 ∕ . 85 , 𝜛 2 ∕ . 65 , 𝜛 3 ∕ . 22 , 𝜛 4 ∕ . 89 , 𝜛 5 ∕ . 25} ,

ϝ (Υ1 ) = { 𝜛 1 ∕ . 85 , 𝜛 2 ∕ . 65 , 𝜛 3 ∕ . 22 , 𝜛 4 ∕ . 89 , 𝜛 5 ∕ . 25} ,

ϝ (Υ2 ) = { 𝜛 1 ∕ . 23 , 𝜛 2 ∕ . 31 , 𝜛 3 ∕ . 79 , 𝜛 4 ∕ . 12 , 𝜛 5 ∕ . 87} ,

ϝ (Υ3 ) = { 𝜛 1 ∕ . 92 , 𝜛 2 ∕ . 87 , 𝜛 3 ∕ . 89 , 𝜛 4 ∕ . 41 , 𝜛 5 ∕ . 27} ,

and ϝ (Υ4 ) = { 𝜛 1 ∕ . 34 , 𝜛 2 ∕ . 95 , 𝜛 3 ∕ . 93 , 𝜛 4 ∕ . 87 , 𝜛 5 ∕ . 91} .

hen the corresponding Fuzzy Soft Set is given in Table 2 . 
Determining the appropriate input variables is probably one of the

ost critical decision variables in developing a successful project team
election model since it contains important information about correla-
ion structures in the data series. After determining the appropriate in-
ut variables that have a significant influence on the selection, appro-
riate model architecture and parameters must be chosen for the project
eam selection model. 

. Model construction

We consider another similarity measure known as Intutionistic Fuzzy
oft Set (IFSS) IFSS [5] . The IFSS is also called vague set because it
ontains vague information. The IFSS theory is applied in logic pro-
ramming, medical diagnosis, artificial intelligence, database systems
tc. Dengfeng et al. [3] introduced concentrated, dilated, normalized
FS and derived some properties. Different types of uncertainty can be
odelled through fuzzy logic programming [2,15] . Some researchers
erived the properties of IFSS such as containment, convertibility, in-
eraction, monotonicity, union and intersection. 

The main design parameters are concerned with the conversion of
nput data into the fuzzified form, design of non - membership grade
nd the calculation of indeterministic values from membership and non-
embership grades. Finally, the fuzzified output is converted into a crisp

et, known as defuzzification. Next, we give a real time example of IFSS.

.1. Basic concepts of the IFSS 

An IFSS [1] is defined as 

 = { ⟨𝑧, 𝜇𝑐 ( 𝑧 ) , 𝜈𝑐 ( 𝑧 ) ⟩|𝑧 ∈ 𝐺} (2)

here, the function 𝜇𝐶 ∶ 𝐺 → [0 , 1] and 𝜈𝐶 ∶ 𝐺 → [0 , 1] . The functions

𝑐 ( 𝑧 ) and 𝜈𝑐 ( 𝑧 ) are called membership value (MV) and non-membership
alue (NV), respectively. It is to be noted that 

 ≤ 𝜇𝑐 ( 𝑧 ) + 𝜈𝑐 ( 𝑧 ) ≤ 1 (3)

𝑐 ( 𝑧 ) = 1 − 𝜇𝑐 ( 𝑧 ) − 𝜈𝑐 ( 𝑧 ) (4)

 ≤ 𝜋𝑐 ( 𝑧 ) ≤ 1 (5)

he value 𝜋 ( 𝑧 ) is called the indeterministic part for 𝑧 . 
𝑐 
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Table 3

Example of IFSS.

U Υ1 Υ2 Υ3 Υ4 

𝜘 1 (0.65,0.3) (0.66,0.23) (0.58,0.31) (0.89,0.10)

𝜘 2 (0.65,0.33) (0.48,0.31) (0.77,0.13) (0.73,0.21)

𝜘 3 (0.76,0.12) (0.90,0.0) (1.0,0.0) (0.85,0.05)

𝜘 4 (0.8,0.0) (0.56,0.3) (0.72,0.23) (0.78,0.11)

𝜘 5 (0.55,0.33) (0.9,0.0) (0.68,0.21) (0.9,0.0)
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.2. An IFSS model 

Let 𝜘 1 , 𝜘 2 , 𝜘 3 , 𝜘 4 and 𝜘 5 be five houses. Let the parameters be 𝑃 =
Υ1 , Υ2 , Υ3 and Υ4 } , where Υ1 = green environment, Υ2 = good looking,

3 = good painting, Υ4 = good architecture. The IFSS of this model
rovided in the Table 3 . 

The non- membership value is calculated by using the following for-
ula. 

𝑐 ( 𝑧 ) = 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 

0 . 5 ∗ 𝛽[ 1 − 𝜇𝑐 ( 𝑧 ) ] 
max [ 𝜇𝑐 ( 𝑧 ) , 1 − 𝜇𝑐 ( 𝑧 )] 

if 𝜇𝑐 ( 𝑧 ) ≥ 0 . 5 

0 . 5 ∗ 𝛽[ (1 − 𝜇𝑐 ( 𝑧 ) ] 2

min [ 𝜇𝑐 ( 𝑧 ) , 1 − 𝜇𝑐 ( 𝑧 )] 
if 0 < 𝜇𝑐 ( 𝑧 ) < 0 . 5 

1 if 𝜇𝑐 ( 𝑧 ) = 0 

(6)

here 𝛽 is a dominating fuzzy index and 0 ≤ 𝛽 ≤ 1 . 
Many authors developed the similarity measures between fuzzy sets.

ee [8–12] for more details. 

.3. Modified intuitionistic fuzzy soft set model 

In the context of a project many qualities are desirable. Some of
hem are technical skill, communication skill, problem solving skill, be-
avioural competency, inter-personal relationship, leadership skill, to-
al experience, team spirit, organizing capacity, planning skill, decision-
aking skill, persuasion skill, conflict resolution, influencing skill etc. 

In this modified IFSS model, we discuss the similarity measures be-
ween IFSSs. The idea of similarity measures between IFSSs has so many
pplications in computer science including software engineering. 

Let Γ𝑟 1 ( 𝑄, 𝑅 ) , Γ𝑟 2 ( 𝑄, 𝑅 ) and Γ𝑟 3 ( 𝑄, 𝑅 ) be the various forms of simi-
arity measures between two IFSSs 𝑄 and 𝑅 . They are determined using
he formulas given in the Eqs. (7) –(9) . The formulas are coined for this
odel such that values of Γ𝑟 1 ( 𝑄, 𝑅 ) , Γ𝑟 2 ( 𝑄, 𝑅 ) and Γ𝑟 3 ( 𝑄, 𝑅 ) lie between
 and 1. 

𝑟 1 
( 𝑄, 𝑅 ) = 1 − 

√√ √ √√ √ √ √ √ √ 

𝑚 ∑
𝑖 =1 

[∣ 𝜓 1 ( 𝑖 ) ∣ + ∣ 𝜓 2 ( 𝑖 ) ∣ + ∣ 𝜓 3 ( 𝑖 ) ∣]

𝑚 ∑
𝑖 =1 

[∣ 𝜓 4 ( 𝑖 ) ∣ + ∣ 𝜓 5 ( 𝑖 ) ∣ + ∣ 𝜓 6 ( 𝑖 ) ∣]

(7)

𝑟 2 
( 𝑄, 𝑅 ) = 1 − 

1 
2 

√√ √ √ 𝑚 ∑
𝑖 =1 

4 
3 𝑚 

[∣ 𝜓 1 ( 𝑖 ) ∣ + ∣ 𝜓 2 ( 𝑖 ) ∣ + ∣ 𝜓 3 ( 𝑖 ) ∣] (8)

𝑟 3 
( 𝑄, 𝑅 ) = 1 − 

√√√√ 1
3 𝑚 

𝑚 ∑
𝑖 =1 

[∣ 𝜓 1 ( 𝑖 ) ∣ + ∣ 𝜓 2 ( 𝑖 )+ ∣ 𝜓 7 ( 𝑖 ) ∣] (9)

here 

 1 ( 𝑖 ) = 𝜇𝑄 ( 𝑧 𝑖 ) − 𝜇𝑅 ( 𝑧 𝑖 ) ,

 2 ( 𝑖 ) = 𝜈𝑄 ( 𝑧 𝑖 ) − 𝜈𝑅 ( 𝑧 𝑖 ) ,

 3 ( 𝑖 ) = 𝜋𝑄 ( 𝑧 𝑖 ) − 𝜋𝑅 ( 𝑧 𝑖 ) ,

 4 ( 𝑖 ) = 𝜇𝑄 ( 𝑧 𝑖 ) + 𝜇𝑅 ( 𝑧 𝑖 ) ,

 5 ( 𝑖 ) = 𝜈𝑄 ( 𝑧 𝑖 ) + 𝜈𝑅 ( 𝑧 𝑖 ) ,

 6 ( 𝑖 ) = 𝜋𝑄 ( 𝑧 𝑖 ) + 𝜋𝑅 ( 𝑧 𝑖 ) .

 7 ( 𝑖 ) = 𝜙𝑄 ( 𝑧 𝑖 ) − 𝜙𝑅 ( 𝑧 𝑖 )
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𝑄 ( 𝑧 𝑖 ) = 

𝜇𝑄 ( 𝑧 𝑖 ) + 𝜈𝑄 ( 𝑧 𝑖 ) 
2 

, 𝑧 𝑖 ∈ 𝐺 

𝑅 ( 𝑧 𝑖 ) = 

𝜇𝑅 ( 𝑧 𝑖 ) + 𝜈𝑅 ( 𝑧 𝑖 ) 
2 

, 𝑧 𝑖 ∈ 𝐺 

and 𝑚 is the number of attributes. 

. Experiment and results

There are umpteen number of skills that are desirable for the team
embers. Considering primarily the literature [7,13,14] , then the opin-

ons collected from the experts, we have identified four skills as the most
mportant skills needed for the members in a team. These skills are com-
unication skill (CS), technical skill (TS), problem solving skill (PS) and
ecision-making skill (DM). 

They are denoted by Y 1 , Y 2 , Y 3 and Y 4 , respectively. In the experi-
ental case, we consider 10 individuals, { 𝜁𝑖 } 10 𝑖 =1 . The intuitionistic fuzzy

oft sets are 

 𝐹 , 𝐸) = {{Υ1 } , {Υ2 } , {Υ3 } , {Υ4 }} ,

here 

1 = 
{ 

{{ 𝜁1 ∕( . 925 , . 05) , 𝜁2 ∕( . 725 , . 2) , 𝜁3 ∕( . 95 , . 03) , 𝜁4 ∕( . 4725 , . 45) , 𝜁5 ∕( . 48 , . 35) , 
𝜁6 ∕( . 9925 , . 0075) , 𝜁7 ∕( . 98 , . 02) , 𝜁8 ∕( . 7025 , . 25) , 𝜁9 ∕( . 9625 , . 02) , 𝜁10 ∕( . 7375 , . 25)} ,

2 = 
{ 

{{ 𝜁1 ∕( . 4375 , . 45) , 𝜁2 ∕( . 95 , . 05) , 𝜁3 ∕( . 67 , . 2) , 𝜁4 ∕( . 975 , . 025) , 𝜁5 ∕( . 49 , . 35) , 
𝜁6 ∕( . 7375 , . 25) , 𝜁7 ∕( . 9875 , . 0125) , 𝜁8 ∕( . 5 , . 4) , 𝜁9 ∕( . 93 , . 05) , 𝜁10 ∕( . 4925 , . 41)} , 

3 = 
{ 

{{ 𝜁1 ∕( . 7 , . 207) , 𝜁2 ∕( . 9375 , . 05) , 𝜁3 ∕( . 4575 , . 4) , 𝜁4 ∕( . 735 , . 25) , 𝜁5 ∕( . 96 , . 04) , 
𝜁6 ∕( . 7275 , . 2) , 𝜁7 ∕( . 4675 , . 4) , 𝜁8 ∕( . 715 , . 2) , 𝜁9 ∕( . 445 , . 4) , 𝜁10 ∕( . 75 , . 23)} 

and 

4 = 
{ 

{{ 𝜁1 ∕( . 4625 , . 50) , 𝜁2 ∕( . 95 , . 04) , 𝜁3 ∕(0 . 715 , 0 . 2) , 𝜁4 ∕( . 99 , . 01) , 𝜁5 ∕( . 725 , . 25) , 
𝜁6 ∕( . 99 , . 01) , 𝜁7 ∕( . 735 , . 2) , 𝜁8 ∕( . 9375 , . 05) , 𝜁9 ∕( . 4725 , . 42) , 𝜁10 ∕( . 7475 , . 2)} . 

. Discussion

The model presented is helpful in determining the appropriate selec-
ion. These intuitionistic values are computed with the support of other
omputations. We have followed the fuzzification and de-fuzzification
ethods scientifically. We had also calculated the indeterministic values

rom membership and non- membership grades. 
The IFSS evaluates the skill of each of the potential candidates. The

election procedure is based on the following criteria: Communication
kill (CS), Technical skill (TS), Problem solving capacity (PC), Decision
aking skill (DM). The minimum requirements (weights) for CS is (GD),
S is (VG), PS is (GD), DM is (GD). If any of the candidates do not satisfy
he minimum requirements, the selectors will not assign the candidate
n labour pool. 

The management has decided to fix the fuzzy membership value for
ach category as PR ∈ [0 , 0 . 25] , FR ∈ [0 . 25 , 0 . 5] , GD ∈ [0 . 5 , 0 . 75] and VG
[0 . 75 , 1 . 0] . i. e., 0 ≤ 𝑃 𝑅 ≤ 0 . 25 , 0 . 25 ≤ 𝐹 𝑅 ≤ 0 . 5 , 0 . 5 ≤ 𝐺𝐷 ≤ 0 . 75 and

 . 75 ≤ 𝑉 𝐺 ≤ 1 ( Fig. 2 ). The width of each class interval is 0.25. The
pper bound of each category lies in the prefix or postfix category. The
electors also give the weightage of each category as: CS - 0.2, TS - 0.5,
S - 0.2, DM - 0.1 such that the sum of all the weightages is 1. A selection
s considered as 1 and non-selection is 0. Hence, CS, TS, PS and DM are
he components of selection that constitutes 1. 
B. Pradhan et al.



Table 4

The values of 𝜓 1 ( 𝑖 ) , 𝜓 2 ( 𝑖 ) , 𝜓 3 ( 𝑖 ) , 𝜓 4 ( 𝑖 ) and 𝜓 5 ( 𝑖 ) of project team selection. 

𝜁𝑛 𝜁1 𝜁2 𝜁3 𝜁4 𝜁5 𝜁6 𝜁7 𝜁8 𝜁9 𝜁10

Υ1 .075 .275 .05 .5275 .52 .007 .02 .2975 .0375 .2625

Υ2 .5625 .05 .33 .025 .51 .2625 .0125 .5 .07 .5075

Υ3 .3 .0625 .5425 .265 .04 .5325 .2725 .285 .555 .25

Υ4 .5375 .05 .285 .01 .275 .01 .265 .0625 .5275 .2525

∣ 𝜓 1 ( 𝑖 ) ∣
Υ1 .05 .2 .03 .45 .35 .0075 .02 .25 .02 .25

Υ2 .45 .05 .2 .025 .35 .01 .0125 .4 .05 .41

Υ3 .207 .05 .4 .25 .04 .2 .4 .2 .4 .23

Υ4 .50 .04 .2 . 01 .25 .01 .2 . 05 .42 .2

∣ 𝜓 2 ( 𝑖 ) ∣
Υ1 .025 .075 .02 .0775 .17 0 0 .0475 .0175 .0125

Υ2 .1125 .05 .31 0 .16 .0125 0 .1 .02 .0975

Υ3 .093 . 0125 .1425 .015 0 .0725 .1325 .085 .155 .02

Υ4 .0375 .01 .085 0 .075 0 .065 .0125 .1075 .0525

∣ 𝜓 3 ( 𝑖 ) ∣
Υ1 1.925 1.725 1.95 1.4725 1.48 1.9925 1.98 1.7025 1.9625 1.7375

Υ2 1.4375 1.95 1.67 1.975 1.49 1.7375 1.9875 1.5 1.93 1.4925

Υ3 1.7 1.9375 1.4575 1.735 1.96 1.7275 1.4675 1.715 1.445 1.75

Υ4 1.4625 1.95 1.715 1.99 1.725 1.99 1.735 1.9375 1.4725 1.7475

∣ 𝜓 4 ( 𝑖 ) ∣
Υ1 .05 .2 .03 .45 .35 .0075 .02 .25 .02 .25

Υ2 .45 .05 .2 .025 .35 .25 .0125 .4 .05 .41

Υ3 .207 . 05 .4 .25 .04 .2 .4 .2 .4 .23

Υ4 .50 .04 .2 .01 .25 .01 .2 .05 .42 .2

∣ 𝜓 5 ( 𝑖 ) ∣

Fig. 2. Scale of evaluation.

Table 5

𝜙𝑄 ( 𝑧 𝑖 ) values of IFSS. 

Employees 𝜁𝑛 Υ1 Υ2 Υ3 Υ4 

𝜁1 0.4875 0.44375 0.4535 0.48125)

𝜁2 0.4625 0.5 0.49375 0.495

𝜁3 0.49 0.435 0.42875 0.4575

𝜁4 0.46125 0.5 0.4925 0.5

𝜁5 0.415 0.42 0.5 0.4875

𝜁6 0.5 0.49375 0.46375 0.5

𝜁7 0.5 0.5 0.43375 0.4675

𝜁8 0.47625 0.45 0.4575 0.49375

𝜁9 0.49125 0.49 0.4225 0.44625

𝜁10 0.49375 0.45125 0.49 0.47375
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Table 6

∣ 𝜓 7 ( 𝑖 ) ∣ values of IFSS. 

Employees 𝜁𝑛 Υ1 Υ2 Υ3 Υ4 

𝜁1 0.0125 0.05625 0.0465 0.01875)

𝜁2 0.0375 0 0..00625 0.005

𝜁3 0.01 0.065 0.07125 0.0425

𝜁4 0.03875 0 0.0075 0

𝜁5 0.085 0.08 0 0.0125

𝜁6 0 0.00625 0.03625 0

𝜁7 0 0 0.06625 0.0325

𝜁8 0.02375 0.05 0.0425 0.00625

𝜁9 0.00875 0.01 0.0775 0.05375

𝜁10 0.00625 0.04875 0.01 0.02625

Table 7

Optimum selection for project team.

H Γ𝑟 1 
( 𝑆𝑢𝑝𝑒𝑟, 𝜁𝑖 ) Γ𝑟 2 

( 𝑆𝑢𝑝𝑒𝑟, 𝜁𝑖 ) Γ𝑟 3 
( 𝑆𝑢𝑝𝑒𝑟, 𝜁𝑖 ) Flag

𝜁1 0.3927 0.5042 0.5156 0

𝜁2 0.6692 0.7300 0.7376 1

𝜁3 0.4505 0.5514 0.5692 0

𝜁4 0.5455 0.6286 0.6338 1

𝜁5 0.4201 0.5265 0.5424 0

𝜁6 0.7250 0.7755 0.7816 1

𝜁7 0.6000 0.6734 0.6836 1

𝜁8 0.4649 0.5631 0.5750 0

𝜁9 0.4545 0.5546 0.5689 0

𝜁10 0.4359 0.5395 0.5487 0
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It is to be noted that 𝜓 1 ( 𝑖 ) is the difference of the membership values
nd 𝜓 4 ( 𝑖 ) is the sum of the membership values. Further, 𝜓 2 ( 𝑖 ) and 𝜓 5 ( 𝑖 )
re respectively the difference and sum of the non-membership values.
he difference and sum of the indeterministic values are 𝜓 3 ( 𝑖 ) and 𝜓 6 ( 𝑖 ) ,
espectively. The values of 𝜓 1 ( 𝑖 ) , 𝜓 2 ( 𝑖 ) , 𝜓 3 ( 𝑖 ) , 𝜓 4 ( 𝑖 ) and 𝜓 5 ( 𝑖 ) are provided
n the Table 4 . 

They are computed using the formula given in Section 5.3 . Since the
alues of indeterminate terms are close to zero, their difference and sum
re also close to zero. We have used both the values for computing the
ank. 

Table 5 consists of the values of 𝜙𝑄 ( 𝑧 𝑖 ) which is the average of the
embership and non-membership values. A intuitionistic fuzzy set is

aid be be superintuitionistic fuzzy set if the membership value is 1 and
on-membership value is 0. It is the perfect state. Crisp sets are super
A Modified Fuzzy Approach to Project... 387
ntutionistic fuzzy sets. Since 𝑅 is taken as the superintutionistic set
1 , 0) which is the most ideal situation, 𝜙𝑅 ( 𝑧 𝑖 ) would be consisting of the
verage of the crisp values 1 and 0. i. e., 0.5. 

For the final team selection, we set a minimum value for the pa-
ameters Γ𝑟 1 , Γ𝑟 2 and Γ𝑟 3 as 0.5. The minimum requirement is set as a
ut-off so that the selection presupposes a minimum quality. This min-
mum requirement could be changed from situation to situation. These
hree parameters and the condition we had set, have substantial impact
n the project team selection. From the ten candidates only four candi-
ates qualify. They are 𝜁2 , 𝜁4 , 𝜁6 and 𝜁7 . They are flagged 1 and others
re flagged 0. See Table 7 for details. They are selected in the order 𝜁6 ,
, 𝜁 and 𝜁 considering their average scores. When we take average
2 7 4 
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cores, 𝜁3,  𝜁8,  𝜁9 and 𝜁10 also have scores above 0.5. However, since w
ad taken the minimum value for each parameter as 0.5, they are not
ualified. This helps us to select the best teams excelling in each of the
esirable qualities. 

.1. Sensitivity analysis 

A very important point to note is that all the four parameters are
nconsistent. This inconsistency brings more fuzziness. In the test ex-
lained, the cut-off decided is 0.5. However, instead of keeping the cut-
ff for each of the parameters, if we keep it for the average score, except

1 and 𝜁5,  everyone will find a place in the team. Nevertheless, if we
onsider the real quality of the people, lowest value of all the selected
andidates is 0.602. The other three got the scores 0.7607, 0.7123 and
.6523, respectively. The maximum difference between the consecutive
evels of these top-rank holders is 0.0599. But the difference of the scores
f the fourth and the fifth rank holders is 0.683. This is comparatively
arge. Hence, the decision to take individual minimum is justified. 

It is also interesting to note that none of the rank holders from 5 to 10
xcels the top rank holders in any of the categories. If a team is requiring
 member with a desirable quality in particular needs, based on this
valuation, further training can be given. If it is done, several members
ould be enhanced in their skills and more teams can be formed. In
ase, if there are emergency vacancies in teams, those trained personnels
ould be made use of. 

The membership and non-membership values have been very close
n many cases. Hence, the indeterminate value became negligible. This
s not an ideal situation as in the superintutionistic fuzzy set, the ideal
ifference of membership and non-membership is always 1 and the in-
eterminate part is 0. In the problem considered, both the tables of 𝜓3  (𝑖 )
nd 𝜓6  (𝑖 )  are the same.

If the membership value is 0 and the non-membership value is 1,
hen the intuitionistic fuzzy set is null-intutionistic fuzzy set. In such a
ase, we can take the similarity measure between the original set and
he null-intutionistic fuzzy set (0, 1). This makes the optimization table
 Table 7)  with fuzzy complement values. In such a case, instead of the
aximum of the averages, we can take the minimum of the averages

nd we get the same result. 

. Conclusion

Fuzzy set theory had contributed extensively to the optimization
roblems ever since it came into existence. There is no realm in the
uman endeavour, where fuzzy theories cannot be applied. We pre-
ented here a model of team selection based on the intutionistic fuzzy
et theory. We compared the similarity measures and hence we named
t as modified method. This method provides relative consistency in
ecision-making regarding the team selection for the project manage-
ent. Although the experiment is done for only 10 candidates, it could

e extended to quite large values. Moreover, we had considered only
our skills in the process of selecting team members. With the support
f efficient computers, more variables can be included. Further, depend-
A Modified Fuzzy Approach to Project... 388
ng on the type of team, skills could be changed. The more the skills are
ualitative, the more is the difficulty in getting a convincing decision.
he selection process could be extended to other types of team selection
ith sub-teams, vendor-selection, service provider selection for institu-

ions etc. 
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A new auditory algorithm in stock market prediction on oil and gas sector 
in Nigerian stock exchange 

A R T I C L E  I N F O
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Support vector machine 

A B S T R A C T

Stock market prediction is the process of forecasting future prices of stocks. Stock market prediction is a chal-
lenging process as a result of uncertainties that influence the market change of price. This paper proposes a 
nature-inspired algorithm, called Auditory Algorithm (AA), which follows the pathway of the auditory system 
like that of the human ear. The performance of AA is compared with that of high performance machine learning 
algorithms and continuous-time stochastic process. The machine learning algorithms used in this paper are 
Logistic Regression (LR), Support Vector Machine (SVM), Feed forward neural network (FFN) and Recurrent 
Neural Network (RNN) while continuous-time models such as Stochastic Differential Equation (SDE) and Geo-
metric Brownian Motion (GBM) are also used. The results show that the overall performance of AA is superior to 
that of other algorithms compared in this paper, as it drastically reduced the forecast error to the barest 
minimum.   

1. Introduction

Stock market prediction is a very difficult task due to different un-
certainties that influence the market price which includes political 
events, economic, investor sentiment [1–6]. This was due to stock 
market price fluctuations which resulted in random fluctuation. The 
stock market in nature is dynamic and noisy [7]. To predict the stock 
exchange, advanced knowledge of the stocks is mandatory. Investors 
prefer to buy stock whose price increase in future, and refrain from stock 
whose value decline over time in future. However, it is important to 
develop a robust stock market algorithm that can predict the stock 
behavior accurately to maximize gain and minimize the loss of the 
investor. 

Moreover, the stock market is vulnerable to different factors which 
influence its fluctuation in the exchange market. Incomplete informa-
tion about stock market data is also a challenge to forecast the stock 
future price. Investors in stock rely on different technical indicators to 
predict the stock price movement. Although these indicators are used to 
assess the stock, it is difficult to predict market trends. Factors such as 
economic and non-economic influence the behavior of the stock trends 
[15]. The stock market prediction is therefore seen as a significant 
challenge to the growth of production. To address this issue, we propose 

an Auditory Algorithm to predict accurately the stock market behavior. 
This paper focuses on Auditory Algorithm (AA) for stock market 

prediction. The researchers considered six popular algorithms that have 
been used for stock market prediction which are machine learning and 
continuous-time stochastic processes and then compared their perfor-
mance with that of AA. We considered six algorithms and these are 
Logistic Regression, Support Vector Machine, Feed Forward Neural 
Network, Recurrent Neural Network, Geometric Brownian Motion and 
Stochastic Differential Equation. The summary of contributions of this 
work include:  

• A novel AA algorithm that has the capacity to accurately predict the
stock market prices to yield high significant financial profit for the
investors was presented.

• The ability to detect exponential decay of the stock market which is
one of the advantages of adopting AA for stock market prediction
was eloquently demonstrated through experimental results in this
paper. Stock market prediction is of great interest to investors, AA
will enable investors to determine the stock that will yield high
value.

• Study of how exponential decay will help the investor to know when
the stock is stable, upward and downward trend.
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• An analysis of how the exponential growth obtained from the AA will
enable the investor to determine the growth of the stock market
prices as presented.

• Analysis of the statistical differences of all the seven algorithms using
the Friedman test and post hoc analysis using a Wilcoxon test was
performed.

The rest of this paper is organized as follows: Section 2 discusses the
related work in the field of stock market prediction. The proposed 
methodology used in this work is explained in Section 4. The results and 
the discussion of the results are presented in Section 5 and Section 6 is 
the conclusion of the paper. 

2. Related work

This section briefly discussed the recent researches done in the field
of stock market prediction. The stochastic process was developed by 
Bachelier [17] who developed the first model of stock prediction by 
utilizing it to predict future price and options. In a paper by Antwi [19], 
the author studied the price behavior of the Ghana Stock Exchange by 
utilizing geometric Brownian motion. After comparing the actual price 
with forecast prices, their model predicted stock behavior in more than 
80% of the cases as shown in their findings. 

Recently, machine learning models were developed to overcome 
drawback of continuous-time models. The authors in [21, 24] utilized 
time series and technical indicators to predict stock market. They 
observed that combining technical indicator with their probabilistic 
model makes the uncertainty in stock price to reduce. Giacomelet al. 
[13] proposed an ensemble neural network that predicts if one stock is
going to rise or fall. Oyewolaet al. [14] in their paper utilized logistic
regression, random forest, support vector machine, and neural network
for stock market prediction. They also used an ensemble of three
different machine learning algorithms to predict stock market prices and
showed that when the random forest is at the top layer the algorithms
perform better than other algorithms. However, [8] in their paper used
recurrent neural network and back propagation network to predict stock
prices. They observed that their model achieved better prediction results
compared to existing techniques. A computational efficient functional
link artificial neural network (CEFLANN) proposed by [16] produces a
continuous trading signal within the range of 0 and 1 by integrating
technical indicators with CEFLANN. They compared the performance of
their results with Support vector machine, naïve Bayesian model, K
nearest neighbor model and Decision Tree. The result shows that the
proposed model provides superior profit compared to other selected
machine learning algorithms.

Chen and Fang [16] in their work utilized Artificial Neural Network, 
Generalized Auto-Regressive Conditional Heteroskescatic and Random 
walk models in predicting Asian Currency Unit. They observed that 
Artificial Neural Network outperform others which are GARCH and 
random walk models. The deep learning network for stock market 
analysis was presented by [9]. The authors developed a method to 
extract features from data and also study the effects of unsupervised 
feature extraction such as Boltzmann machine, auto-encoder and prin-
cipal component analysis on the Korean stock market. It was found that 
a deep neural network with three-layer performed better than the 
autoregressive model. 

Recently, a hybrid model has been developed for stock market pre-
diction. Shipra, Khan and Mohammad Anwer [18] utilized rough set 
model, neural network and hybrid neural network for buy and sell off 
stock in Dhaka stock exchange. Their results indicated that their pro-
posed model performs effectively than other model used in the paper. 
Oussama and Mohamed [10] presented a hierarchical deep neural 
network with 75 stocks of Tunisian stock exchange for 5 min returns. 
Their study shows an accuracy of 71%. 

3. Auditory system

Hearing involves a step by step process that converts sound waves
that pass through the medium (air) into an electrical signal [20]. The 
auditory nerves are responsible to transfer the signals receives from the 
cochlea to the brain. There are three major parts of an ear which consists 
of:  

1 The outer ear  
2 The middle ear  
3 The inner ear  
4 The outer ear 

The outer ear has two parts which consist of the ear canal and the 
pinna. Sound waves pass through the pinna then to the ear canal. The 
outside ear is called the pinna which is at the side of the head which was 
made of cartilage. The sound waves pass through a passage called the 
ear canal. The pinna is responsible to collect sound to the ear canal [11].  

1 The middle ear 

Sound waves pass through the eardrum which causes it to vibrate 
and transfer the vibration to malleus, incus and stapes. The three bones 
which consist of the malleus, incus and stapes increase the sound vi-
bration from the eardrum and transfer it to the cochlea [22]. The cochlea 
is in the form of a spiral structure filled with fluid.  

1 The inner ear 

The cochlea is in the form of a spiral structure filled with fluid. The 
cochlea is split into an elastic partition that runs from the upper and 
lower part called the basilar membrane. The hair cells beside the cochlea 
detect a high-pitched sound [12]. Movement of the hair cells will cause 
the stereocilia to open up and the chemicals rush into the cells which 
create an electrical signal. The auditory nerves are responsible to carry 
the electrical signal to the brain, which changes it into the sound we 
recognize. 

3.1. Proposed auditory algorithm (AA) 

The auditory algorithm takes inspiration from the auditory process. 
In this algorithm, the sound waves that pass through the pinna are 
represented as Pinna. The sound waves are represented as follows: 

Pinna = [x1, x2, x3,…, xn] (1) 

The sound waves (x1, x2, …., xn) passes through the pinna to the 
narrow part called the ear canal. From the ear canal, it transfers the 
sound waves to the eardrum and then vibrates. The vibrating eardrum 
equations are given as the wave equation with zero boundary condition 

∂2u
∂x2 =

1
c2 ×

∂2u
∂t2 (2) 

Eq. (2) has a solution u = f(x, t) which can be written as u(x, t)
Assuming u(x, t) = X(x)T(t)
Where X(x) is a function of x and T(t) is a function of t 
Let u = XT 

∂u
∂x

= X ′T and
∂2u
∂x2 = X′′T (3) 

Then 

∂u
∂t

= XT ′ and
∂2u
∂t2 = XT ′′ (4) 

Substitute Eqs. (3) and (4) to Eq. (1) 
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X′′T =
1
c2 XT ′′ (5) 

Divide Eq. (5) by XT we have 

X′′

X
=

1
c2

T ′′

T
(6) 

We assume Eq. (6) =φ that is φ > 0. Then Eq. (6) becomes 

X′′

X
=

1
c2

T ′′

T
= φ (7) 

Eq. (7) can be separated in this form 

X′′

X
= φ and

1
c2

T ′′

T
= φ  

∴X′′ − Xφ = 0 and T ′′ − c2φT = 0 

Let φ = r2 

The auxiliary equation of X′′ − Xφ = 0 is given as 

m2 − r2 = 0

∴m = ±r  

X = Aerx + Be− rx (8) 

For the second equation 

T ′′ − c2φT = 0 

Let φ = r2 

The auxiliary equation of T′′ − c2φT = 0 is given as 

m2 − c2r2 = 0

∴m = ±cr  

T = Aecrt + Be− crt (9) 

Recall that we let u = XT 
Substitute Eqs. (7) and (8) to u = XT 

∴u(x, t) = (Aerx +Be− rx)(Aecrt +Be− crt)

Assuming A = B = 1 and t = 0, we have 

u(x, 0) = erx + e− rx 

The general equation of the vibration of the eardrum is given as 

u(xi, 0) = erxi + e− rxi where i = 1, 2, 3,… (10) 

x = soundwaves and r = exponentialgrowthordecay
The result obtained from the vibration of eardrum given as u(xi,0)

will then be transferred to the middle ear which consists of the three 
bones malleus, incus and stapes. The diagrammatical representation of 
the three bones is in Fig. 2 

Fig. 2 consists of the three bones in the middle ear. The diagram 
represents a first class lever with the fulcrum at the center. Where Fi is 
the input force exerted by the vibration of the sound waves, di is input 
distance of the sound waves at input i given as the sound waves vibration 
u(xi,0). Fo is the output force exerted by the sound waves and the do is 
the output distance of the sound waves. 

Fig. 1, Fig. 12, Fig. 8, Fig. 8. 
The first class lever equation of malleus, incus and stapes is given as 

Fidi = Fodo (11)  

di = u(xi, 0), do = u(xo, 0)

∴u(xo, 0) =
u(xi, 0)Fi

Fo
(12) 

The Eq. (12) is the output distance of the vibration of the sound 
waves which transfer it to the cochlea. The cochlea is in the form of the 
Archimedean spiral. The Archimedean equation is given as: 

u(ro, 0) = u(xo, 0)a where a is constant. (13)  

substitute Eq. (12) to (13) we have 

Fig. 1. Auditory System  

Fig. 2. Malleus, Incus and Stapes  
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u(ro, 0) =
u(xi, 0)aFi

Fo
(14) 

The auditory nerves then carry u(ro,0) to the brain which changes it 
to sound we recognize. 

4. Methodology

We test the performance of the proposed Auditory Algorithm (AA) on
five stock market obtained from the Nigerian Stock Exchange (NSE). On 
the performance of the proposed algorithm with other machine learning, 
we consider four machine learning and two continuous-time models:  

• Logistic Regression (LR): Logistic regression is a technique used to
analyze data with one dependent variable and one or more inde-
pendent variable. LR measures the relationship between the cate-
gorical dependent variable and one or more independent variables
by estimating probabilities using a logistic function [23, 25]. It
models the probability of an event.

The LR equation is given as:

P(Ct = 1) =
1

1 + e− (w×Ct+b) (15)

Where P(Ct = 1) is interpreted as the probability of the dependent 
variable equating a success, e denotes the exponential function,Ct is 
the closing price at time t, w is the weight and b is the bias  

• Support Vector Machine (SVM): Support vector machine is a
regression predictive tool which uses a hyperplane to separate clas-
ses [26–28]. The kernel function used in SVM is to indicate a weight 
function for a weighted sum. 

The SVM equation is given as: 

W × Ct + b = 0 (16)   

Where W is the weight vector and b is the bias  

• Feed Forward Neural Network (FNN): Feed Forward neural network
consists of input, hidden and output layer. The input layer is
responsible to receive data while acts as an intermediate layer which
separates the input layer from the output layer [29, 30]. The output
layer gives the result of the data sent to the input layer. FFN is called
feed forward neural network due to its capability to move from one
layer to the other layers. It moves forward from input to hidden and
to the output layer.

The FNN equation is given as:

yj = f
(

u1
j

)
= f

(
∑N

i=1
wijϑi

)

(17)   

Where ϑi = f(ui) = f(
∑K

t=0wtiCt), ϑi is the hidden layer at i hidden 
neuron,f(ui) is the activation function and yj is the output value. 

• Recurrent Neural Network (RNN): RNN is different from feed for-
ward neural network in the sense that it has the capability to travels
both forward and backward in the network. RNN consists of all loops
which allow information to pass from one network to the next
network. It has multiple copies of the same network and passes the
information to the inheritor [31].

The RNN equation is given as: 

Yt = fn
(
Wdydt + by

)
(18)   

Where dt = fn(WcdCt + Wdddt− 1 + bd), dt is the hidden layer at t 
instant,fn is the activation function,Wcd is the input to the hidden 
layer, bd is the bias of the input layer,Wdy is the weight of the output 
layer and by is the bias of the output layer.  

• Stochastic Differential Equations (SDE):- SDE is an equation in which
coefficients are random functions or stochastic process of the inde-
pendent variables [32]. The equation can be used in various phe-
nomena like stock price or physical systems.

The equation is given as:

dCt = F(t,Ct)dt + G(t,Ct)dWt (19)

Where Ct closing price to stimulate at time t, F is the drift rate 
function, G is the diffusion rate function, WtBrownian motion or 
wiener process.  

• Geometric Brownian Motion (GBM):- GBM is a stochastic process in
which the varying quantity follows a Brownian motion. It has a
constant called drift, volatility and wiener process or Brownian
motion [33].

dCt = μCtdt + σCtdWt (20)

Where μ is the mean of closing price at time t or drift rate, σ is the 
volatility and dWt is the Brownian motion. 

Stock data used in this paper was extracted from the Nigerian Stock 
Exchange (NSE). The oil and gas sector was extracted from it which 
consists of Stocks which has been in existence before Nigeria’s inde-
pendence and after the independence. The table I is the oil and gas sector 
company selected in this paper which started operation in Nigeria. The 
date listed on Nigeria stock market and the date of incorporation is 

Table I 
Oil and Gas Sector in Nigerian Stock Exchange (NSE).  

S/ 
No. 

Company Symbol Date Listed Date of 
Incorporation 

1. ANINO INTERNATIONAL 
PLC. 

ANINO January 
2nd 1990 

June 3rd 1981 

2. CAPITAL OIL PLC. CAPOIL Invalid date August 29th 
1985 

3. CONOIL PLC. CONOIL Invalid date June 30th 1970 
4. CAVERTON OFFSHORE 

SUPPORT GROUP 
CAVERTON February 

6th 2014 
June 2nd 2008 

5. ETERNA PLC. ETERNA Invalid date January 13th 
1989 

6. JAPAUL OIL & 
MARITIME SERVICE PLC 

JAPAULOIL August 
10th 2005 

June 29th 1994 

7. MRS OIL NIGERIA PLC. MRS Invalid date August 12th 
1969 

8. OANDO PLC. OANDO February 
24th 1992 

August 12th 
1969 

9. RAK UNITY PET. COMP. 
PLC. 

RAKUNITY Invalid date December 20th 
1982 

10. SEPLAT PETROLEUM 
DEVELOPMENT COMP. 
PLC. 

SEPLAT Invalid date June 17th 2009 

11. TOTAL NIGERIA PLC. TOTAL Invalid date January 6th 
1956 

12. 11 PLC. MOBIL July 25th 
1991 

December 31st 
1951 

13. FORTE OIL FO Invalid date 1964  
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included. 
Table I displayed the 13 major stocks in oil and gas sector, ANINO, 

CAPOIL, CONOIL, CAVERTON, ETERNA, JAPAULOIL, MRS, OANDO, 
RAKUNITY, SEPLAT, TOTAL, MOBIL and FO are selected to predict the 
stock price using six selected model and the proposed model. We 
considered the daily closing price, from 1 January 2014 to 31 December 
2019 and three technical indicators. Time series plot for the thirteen 
selected stocks is shown in Fig. 3. Fig. 3 indicated that SEPLAT and 
MOBIL oil was rated high than TOTAL, FO and CONOIL. 

Fig. 4 is the proposed Schematic diagram of Auditory Algorithm 
which consists of sound waves (x1, x2,…, xn). In this paper, the sound 
waves are the oil and gas sectors of the Nigerian Stock Exchange while n 
is the trading days of the closing price of the selected five stock market. 
The sound waves (x1, x2, …, xn) enters through the ear canal to the 
eardrum using Eq. (10) then to the malleus, incus and stapes as in Eq. 
(12) for balance. The cochlea is in form of a spiral as shown in Fig. 4
which utilized Eq. (13) and the output of the electrical signal of the
sound waves is obtained from the brain.

Substitute Eq. (10) to Eq. (13) 

u(ro, 0) =
(erx + e− rx)aFi

Fo
(21) 

We assume rx = log
(

Ct −
βγ

SMA

)
, since exponential growth of the stock 

depends on the stock price and output, input exerted force, a, r is the 
unit values. Where Ct is the closing price of the stock at time t, β =
max(Ct)+ min(Ct), γ = 0.01 and SMA is the simple moving average. 

u(ro, 0) =

(

e
log

(
Ct −

βγ
SMA

)

+ e
− log

(
Ct −

βγ
SMA

)
)

aFi

Fo
(22) 

The input force Fi and the output force Fo of the eardrum is used to 
balance the sound waves while the parameter a is to control the expo-

nential growth of the stock given as e
log

(
Ct −

βγ
SMA

)

and exponential decay of 

the stock given as e
− log

(
Ct −

βγ
SMA

)

. 

ys =

(

a1e
log

(
Ct −

βγ
SMA

)

+ a2e
− log

(
Ct −

βγ
SMA

)
)

Fi

Fo
(23)  

replacing u(ro,0) with ys 
Where ys is the output of the sound waves, Fi is the inputforce of the 

stock, Fo is the output force of the stock,a1 parameter control the 
exponential growth of the stock and a2 parameter controls the expo-
nential decay of the stock. 

Technical Indicator 
The different researcher has utilized various ways of determining 

when to buy and sell in the stock market. In this paper, we will utilize 
four technical indicators: 

Fig. 3. The closing price of Oil and Gas Sector in Nigerian Stock Exchange.  

Fig. 4. Schematic diagram of Auditory Algorithm.  
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• Relative Strength Index (RSI): RSI is a momentum used in the
financial market to determine if a price change of the stock is over-
bought or oversold in the stock market [34].

RSI can be expressed as:

RSI = 100 −
100

1 +

∑n

i=1
Up∑n

i=1
Dw

(24)

Where Upis the upward closing price and Dw is the downward closing 
price  

• Moving Average Convergence Divergence (MACD): MACD was
developed to reveal direction and momentum in a stock price. It
helps to indicate whether the stock market is upward or downward
[35].

MACD can be expressed as:

MACD = EMA12(Ct) − EMA26(Ct) (25)

Where EMA is the exponential moving average  

• Momentum (MOM): MOM is a technical indicator to compares the
changes in price over a given period time [37].

MOM can be expressed as:

MOM = Ct − Ct− n (26)

Where Ct is the present closing price at time t and Ct− n is the closing 
price at n period ago  

• Simple Moving Average (SMA): SMA is a technical indicator of an
average of closing price over a given period time [36].

SMA can be expressed as:

SMA =
1
t

∑t

i=1
Ct (27)

Performance evaluation 
The accuracy test of the five selected stock is evaluated using: 
A. Mean Absolute Error (MAE)
Consider a set of the actual closing priceCpand the predicted val-

uesĈp . MAE is given as follows: 

1
n
∑n

n=1

⃒
⃒
⃒Cp − Ĉp

⃒
⃒
⃒

B. Root Mean Square Error (RMSE)
RMSE is given as:
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

n=1

(
Cp − Ĉp

)2
√

C. Mean Square Error (MSE)
MSE is given as

1
n
∑n

n=1

(
Cp − Ĉp

)2 

Descriptive Statistics Minimum 1st Quartile Median Mean 3rd Quartile Maximum Standard Deviation 

ANINO 0.2100 0.2400 0.2500 0.2427 0.2500 0.2500 0.0142 
CAPOIL 0.2000 0.3300 0.5000 0.4299 0.5000 0.5000 0.1170 
CAVERTON 0.6400 1.4030 2.2500 2.4010 3.0000 9.5000 1.3194 
CONOIL 15.15 23.0000 31.8000 32.97 39.30 75.73 12.2336 
ETERNA 1.4500 2.7500 3.4450 3.6310 4.2150 7.2600 1.3284 
FO 14.00 38.6700 90.1600 123.00 209.00 342.00 95.31 
JAPAUL 0.2000 0.3900 0.5000 0.4404 0.5000 0.9700 0.1264 
MOBIL 111.7 150.0 165.0 175.3 180.0 360.0 45.24 
MRS 15.30 28.35 39.03 39.40 50.54 70.00 12.70 
OANDO 2.970 4.950 5.990 9.627 14.15 33.47 6.8378 
RAKUNITY 0.3000 0.3100 0.3100 0.3849 0.5000 0.5000 0.0870 
SEPLAT 151.7 345.0 465.0 469.9 619.0 785.0 154.3 
TOTAL 96.50 152.0 180.0 190.6 230.0 345.0 49.30  

Table III 
Summary Statistics of Selected Technical Indicator.  

Stock Technical Indicator  
RSI MACD MOM  
Minimum Median Mean Maximum Minimum Median Mean Maximum Minimum Median Mean Maximum 

ANINO 0.00 66.67 50.35 100.00 − 4.06 0.00 − 0.09 1.13 − 0.00 0.00 0.00 0.00 
CAPOIL 0.00 50.00 75.20 100.00 − 1.11 0.00 0.44 12.65 − 0.17 0.00 0.00 0.00 
CAVERTON 0.00 66.67 53.32 100.00 − 17.46 0.15 0.30 18.53 − 1.64 − 0.02 0.00 0.04 
CONOIL 0.00 100 57.49 100.00 − 15.49 0.61 0.41 8.64 − 13.44 0.00 0.07 13.46 
ETERNA 0.00 66.67 53.92 100.00 − 16.27 0.28 0.15 7.67 − 1.16 0.00 0.00 0.08 
FO 0.00 76.94 55.36 100.00 − 15.04 0.88 0.62 16.05 − 43.13 0.00 0.11 48.77 
JAPAUL 0.00 66.67 55.80 100.00 − 15.21 0.00 0.45 17.22 − 0.16 0.00 0.00 0.00 
MOBIL 0.00 66.67 52.06 100.00 − 11.11 0.07 − 0.16 9.25 − 57.46 0.00 − 0.04 35.99 
MRS 0.00 100.00 64.04 100.00 − 8.81 0.19 0.61 7.05 − 8.61 0.00 0.06 8.30 
OANDO 0.00 66.67 56.35 100.00 − 12.48 1.11 0.75 11.78 − 5.91 − 0.15 0.03 5.96 
RAKUNITY 0.00 66.67 52.22 100.00 − 12.34 0.00 − 0.02 8.81 − 0.19 0.00 0.00 0.19 
SEPLAT 0.00 52.98 49.78 100.00 − 17.35 0.13 − 0.03 10.30 − 108.10 − 3.00 − 0.03 92.30 
TOTAL 0.00 65.70 52.09 100.00 − 8.95 0.15 0.19 7.07 − 53.64 0.00 0.09 32.58  

Table II 
Descriptive statistics of Oil and Gas Sector.  
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D. Mean Absolute Scaled Error (MASE)
MASE is given as

1
n
∑n

n=1

⃒
⃒
⃒Cp − Ĉp

⃒
⃒
⃒

1
n− m

∑n
n=m+1

⃒
⃒
⃒Cp − Ĉp

⃒
⃒
⃒

Where m is the seasonal period of the closing price and n is the 
trading days. 

5. Experimental result

Table II shows the summary statistics of each of the selected Oil and
gas sector of the Nigerian Stock Exchange from January 2014 to 
December 2019. The daily mean, median, 1st quartile, 3rd quartile, 
median, maximum and standard deviation. The daily mean of ANINO is 
small compared to other selected stocks. ANINO also has small volatility 
of 0.0142 compared with other stocks which indicate that the stock price 
fluctuates slowly and tends to be more stable. SEPLAT has a maximum 
price of 785 due to supply and demand. The summary statistics of 
selected technical indicators of RSI, MACD and MOM is also presented in 
Table III. MACD, MOM has a negative minimum in all the stocks while 
RSI has a maximum price in all the stocks. Fig. 5 is the 2-D bi-plot of the 
oil and gas sector of all the thirteen stock used in this paper. Bi-plot 
shows the direction and length of the vector of the principal compo-
nent one and principal component two. The largest positive coefficients 
in the first principal component are MRS and OANDO the least negative 
coefficients in the first principal component are: CAVERTON and FO. On 
this, positive variables obtained from the second principal component: 
TOTAL, MOBIL and RAKUNITY which are more preferable to the least 
negative variables: ANINO and SEPLAT. In essence, TOTAL, MOBIL and 
RAKUNITY are among the stock with the high stock prices. 

The performance metrics of each machine learning, deep learning 
and the stochastic process were shown in Table IV. Logistic Regression 
(LR) and Support vector machine (SVM) are selected among different 
machine learning algorithms considered in this paper while two deep 
learning are utilized. The deep learning models used are feed forward 
network (FFN) and recurrent neural network (RNN). The Continuous- 
Time stochastic process considered in this paper include Stochastic 
differential equation (SDE) and geometric Brownian motion (GBM). 
Four performance measures were considered: Root Mean Square Error 
(RMSE), Mean Square Error (MSE), Mean Absolute Error (MAE) and 
Mean Absolute Scaled Error (MASE). Table IV is a summary of the result 
obtained from the performance measure. The results show that the 
proposed model AA can predict accurately the stock price movement of 
all the selected stock price. The second best performance is the deep 

Fig. 5. 2-D Biplot of Oil and Gas Sector.  

Table IV 
Performance Metrics of Oil and Gas Sector.  

Stock Model Performance Metrics   
RMSE MSE MAE MASE 

ANINO LR 0.0128 0.0002 0.0091 8.0176  
SVM 0.0135 0.0002 0.0063 5.5713  
FFN 0.0121 0.0001 0.0078 6.8939  
RNN 0.0120 0.0001 0.0080 7.1494  
GBM 0.0933 0.0087 0.0822 72.7625  
SDE 0.0402 0.0016 0.0320 28.3089  
AA 0.0042 0.0000 0.0041 3.6686 

CAPOIL LR 0.1157 0.0134 0.0982 64.789  
SVM 0.1228 0.0151 0.0705 46.5082  
FFN 0.1084 0.0118 0.0854 56.3775  
RNN 0.1095 0.0120 0.0873 57.6327  
GBM 0.3104 0.0964 0.2734 180.4110  
SDE 0.1685 0.0284 0.1416 93.4546  
AA 0.0028 0.0000 0.0026 1.7308 

CAVERTON LR 1.2177 1.4828 0.9131 6.7647  
SVM 1.0755 1.1565 0.7980 5.9119  
FFN 1.0227 1.0460 0.8035 5.9528  
RNN 1.0674 1.1393 0.8452 6.2615  
GBM 1.9921 3.9686 1.4114 10.4554  
SDE 6.4934 42.1642 5.0196 37.1857  
AA 0.0006 0.0000 0.0005 0.0041 

CONOIL LR 11.6770 136.3536 9.1943 8.4803  
SVM 11.5031 132.3230 8.9471 8.2523  
FFN 11.3904 129.7425 9.0962 8.3899  
RNN 19.6673 386.8063 15.9852 14.7439  
GBM 22.9947 528.7569 17.6405 16.2706  
SDE 27.7448 769.7751 20.9903 19.3604  
AA 0.0003 0.0000 0.0000 0.0000 

ETERNA LR 1.2858 1.6533 0.9942 5.8808  
SVM 1.1769 1.3852 0.8716 5.1558  
FFN 1.1584 1.3420 0.8689 5.1394  
RNN 1.1589 1.3430 0.8862 5.2419  
GBM 2.1262 4.5208 1.8061 10.6827  
SDE 3.1107 9.6768 2.6206 15.5001  
AA 0.0004 0.0000 0.0003 0.0019 

FO LR 95.1844 9060.0832 87.3436 13.6993  
SVM 94.8192 8990.6860 68.4187 10.7310  
FFN 82.1877 6754.8252 68.7521 10.7833  
RNN 79.2008 6272.7772 65.3822 10.2548  
GBM 146.0618 21,334.0817 108.3942 17.0009  
SDE 98.2136 9645.9290 69.1310 10.8427  
AA 0.0002 0.0000 0.0000 0.0000 

JAPAUL LR 0.1174 0.0138 0.0915 8.3746  
SVM 0.1153 0.0133 0.0655 5.9999  
FFN 0.0973 0.0094 0.0609 5.5760  
RNN 0.0943 0.0088 0.0610 5.5873  
GBM 0.3296 0.1086 0.2900 26.5391  
SDE 0.2227 0.0496 0.1820 16.6617  
AA 0.0028 0.0000 0.0025 0.2368 

MOBIL LR 42.3607 1794.4318 28.3588 4.7783  
SVM 38.6753 1495.7849 23.1840 3.9064  
FFN 35.2272 1240.9616 22.9190 3.8617  
RNN 36.0828 1301.9743 22.7448 3.8324  
GBM 110.0848 12,118.6773 97.7899 16.477  
SDE 72.9839 5326.6505 51.4967 8.6770  
AA 0.0003 0.0000 0.0000 0.0000 

MRS LR 12.6598 160.2725 11.0793 24.0398  
SVM 12.6012 158.7921 11.0215 23.9144  
FFN 12.0883 146.1272 10.3022 22.3537  
RNN 12.0486 145.1708 10.2880 22.3230  
GBM 24.7196 611.0611 21.5698 46.8020  
SDE 10.2553 105.1728 8.3612 18.1422  
AA 0.0003 0.0000 0.0000 0.0000 

OANDO LR 6.6260 43.9049 5.4341 9.0401  
SVM 6.0903 37.0924 3.7815 6.2908  
FFN 5.5617 30.9332 4.2363 7.0474  
RNN 5.6185 31.5683 4.1731 6.9422  
GBM 9.8245 96.52106 6.3589 10.5786  
SDE 13.1531 173.0047 8.9597 14.9050  
AA 0.0003 0.0000 0.0001 0.0002 

RAKUNITY LR 0.0814 0.0066 0.0744 10.1157  
SVM 0.0928 0.0086 0.0723 9.8230  
FFN 0.0772 0.0059 0.0662 9.0024 

(continued on next page) 
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learning followed by machine learning. The Continuous-Time stochastic 
processes fail to achieve any result when compared with others. This 
indicated that further research and studies needs to be considered in 
predicting the stock market using the continuous-time stochastic process 
as explained in (Osei Antwi, 2017). Fig. 6-11 is the price paths of all the 
algorithms utilized in this paper which shows that SDE and GBM fail to 

perform accurately with the actual price. 
Fig. 7, Fig. 9. Fig. 10. 
Another important advantage of AA over other algorithm considered 

is the ability to detect exponential decay of a stock price. Fig. 6 is the 
exponential decay of all the oil and gas sector obtained from AA. This 
shows that the higher the price of the stock the lower the exponential 
decay of the stock while the lower the price of the stock the higher the 
exponential decay of the stock price. However, the exponential decay 
also indicates the stability of the price, uptrend and downward trend of 
the price as shown in Fig. 6 and Table V. This may provide an oppor-
tunity for the investor to determine when the stock will fall or rise. 

In this paper, we compared the performance of all the seven algo-
rithms such as LR, SVM, FFN, RNN, GBM, SDE and AA using Friedman 
test which is a non-parametric statistical test [23]. The Friedman test is 
used to detect a significant difference among all the seven algorithms. If 
the p-value is less than 0.05, it means that there are significant differ-
ences among all the algorithms. Table VI shows the chi-squared and the 
p-value obtained from the Friedman test. In all the thirteen stock price of
the oil and gas sector in comparison with all the seven algorithms, the
p-value is less than 0.005. This shows that there is a significant differ-
ence among all the seven algorithms. To find out which pair is different 
from all the thirteen oil and gas sector utilized in this paper. We carry 
out post hoc analysis using Wilcoxon tests. We adjusted the results by 
multiplying the number of pairs with the p-value obtained from the 
Friedman test. Since we have 8 samples, it means we have 28possible 
pairs. The p-value of the test of ANINO, CAPOIL and JAPAUL oil are all 

Table IV (continued ) 

Stock Model Performance Metrics   
RMSE MSE MAE MASE  

RNN 0.0768 0.0059 0.0667 9.0697  
GBM 0.3277 0.1073 0.3118 42.3586  
SDE 0.4618 0.2133 0.3506 47.6272  
AA 0.0028 0.0000 0.0027 0.3714 

SEPLAT LR 148.2094 21,966.0413 128.0943 7.73466  
SVM 144.5021 20,880.8686 120.8583 7.2977  
FFN 144.6246 20,916.2923 123.1089 7.4336  
RNN 143.9400 20,718.7353 122.2034 7.3789  
GBM 219.0488 47,982.3857 152.3325 9.1982  
SDE 348.7254 121,609.4097 282.4359 17.0541  
AA 0.0003 0.0000 0.0000 0.0000 

TOTAL LR 48.2120 2324.4010 40.4635 7.2990  
SVM 47.5486 2260.8783 37.1902 6.7085  
FFN 45.6891 2087.4962 38.1208 6.8764  
RNN 45.7364 2091.8216 38.2157 6.8935  
GBM 123.7989 15,326.1738 114.0260 20.5685  
SDE 92.3292 8524.6858 78.7073 14.1976  
AA 0.0003 0.0000 0.0000 0.0000  

Fig. 6. Stock price prediction of ANINO oil, CAPOIL oil, LR, SVM, FFN, RNN, SDE, GBM and AA.  

Fig. 7. CAVERTON oil, CONOIL oil stock price prediction of LR, SVM, FFN, RNN, SDE, GBM and AA.  
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Fig. 8. ETERNA oil, FO oil stock price prediction of LR, SVM, FFN, RNN, SDE, GBM and AA.  

Fig. 8. JAPAUL oil, MOBIL oil stock price prediction of LR, SVM, FFN, RNN, SDE, GBM and AA.  

Fig. 9. MRS oil, OANDO oil stock price prediction of LR, SVM, FFN, RNN, SDE, GBM and AA.  
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Fig. 10. RAKUNITY oil, SEPLAT oil stock price prediction of LR, SVM, FFN, RNN, SDE, GBM and AA.  

Fig. 11. TOTAL oil stock price prediction of LR, SVM, FFN, RNN, SDE, GBM and AA.  

Fig. 12. Exponential decay of Oil and Gas Sector in Nigeria.  
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less than the significant level alpha = 0.05. We can conclude that 
ANINO, CAPOIL and JAPAUL oil median stock oil price is significantly 
different from median of all the seven algorithms. However, CAV-
ERTON, CONOIL, ETERNA, FO, MOBIL, MRS, OANDO, RAKUNITY, 
SEPLAT and TOTAL in some of the algorithms show no significant dif-
ference as shown in Table VII. Since they are greater than the significant 
level of 0.05. From the results in Table VII, it was identified that AA 
algorithm is superior to all the other thirteen algorithms due to the fact 
that it shows no significant difference in nine out of 13 oil and gas sector. 

Conclusion 

In this paper, a robust auditory algorithm inspired by an auditory 
system of the human ear was developed. The development of a new 
nature-inspired auditory algorithm method called AA was inspired by 
the human auditory system. The method considers the pathway of sound 
waves from the pinna to the ear canal, eardrum, malleus, incus, stapes, 
cochlea and to the brain in predicting stock market behavior. 

The performance of AA was compared with that of six other algo-
rithms. The results showed that the overall performance of AA ranks first 
followed second is the deep learning and third is machine learning. The 
study indicated that stochastic process SDE and GBM failed to achieve 
any results. The study was limited by the difficulty in accessing data and 
lack of funds on the part of the researcher. It is believed that this work 
will help investors in the stock market to make accurate decisions when 
predicting stock. Further research work will focus on the prediction of 
cryptocurrency, gold, other stock market and other commodities like 
silver, copper, oil and gas using the proposed Auditory Algorithm (AA). 

Stock Minimum Mean Variance 

ANINO 4.0000 4.1400 0.0800 
CAPOIL 2.0000 2.6200 1.1400 
CAVERTON 0.0000 0.5100 0.0900 
CONOIL 0.0132 0.0345 0.0001 
ETERNA 0.0000 0.3140 0.0142 
FO 0.0000 0.0189 0.0000 
JAPAUL 1.0417 2.5820 1.2413 
MOBIL 0.0028 0.0060 0.0000 
MRS 0.0000 0.0289 0.0001 
OANDO 0.0299 0.1507 0.0055 
RAKUNITY 2.0000 2.7263 0.3236 
SEPLAT 0.0000 0.0023 0.0000 
TOTAL 0.0000 0.0056 0.0000  

Table VI 
Result of Friedman Test to detect differences in LR, SVM, FFN, RNN, GBM, SDE 
and AA.  

Stock Chi-squared (χ2)  p-value 

ANINO 5144.20 2.2 × 10− 16

CAPOIL 4901.90 2.2 × 10− 16

CAVERTON 3203.10 2.2 × 10− 16

CONOIL 5395.90 2.2 × 10− 16

ETERNA 3720.50 2.2 × 10− 16

FO 4409.40 2.2 × 10− 16

JAPAUL 4029.60 2.2 × 10− 16

MOBIL 4222.10 2.2 × 10− 16

MRS 3639.30 2.2 × 10− 16

OANDO 4431.00 2.2 × 10− 16

RAKUNITY 4086.30 2.2 × 10− 16

SEPLAT 2621.90 2.2 × 10− 16

TOTAL 4141.90 2.2 × 10− 16

Table VII 
Result of Post Hoc Analysis using Wilcox Test.  

Stock Model p-value 

ANINO LR 1.61 × 10− 88

SVM 1.73 × 10− 56

FFN 1.22 × 10− 117

RNN 3.78 × 10− 86

GBM 0.00  
SDE 1.17 × 10− 6

AA 4.29 × 10− 160

CAPOIL LR 1.57 × 10− 101

SVM 1.07 × 10− 95

FFN 1.09 × 10− 104

RNN 8.17 × 10− 105

GBM 0.00  
SDE 1.18 × 10− 13

AA 4.60 × 10− 146

CAVERTON LR 8.51 × 10− 7

SVM 8.97  
FFN 18.65  
RNN 9.03  
GBM 5.30 × 10− 43

SDE 7.30 × 10− 270

AA 13.91 
CONOIL LR 1.28 × 10− 5

SVM 9.42  
FFN 0.0008  
RNN 0.00  
GBM 0.00  
SDE 1.07 × 10− 31

AA 10.18 
ETERNA LR 8.90 × 10− 11

SVM 9.54  
FFN 0.61  
RNN 1.25 × 10− 5

GBM 1.03 × 10− 226

SDE 1.55 × 10− 115

AA 15.37 
FO LR 2.60 × 10− 5

SVM 4.77  
FFN 2.21 × 10− 6

RNN 4.89 × 10− 6

GBM 0.00  
SDE 1.42 × 10− 48

AA 17.87 
JAPAUL LR 7.16 × 10− 98

SVM 9.17 × 10− 97

FFN 1.62 × 10− 82

RNN 7.02 × 10− 77

GBM 0.00  
SDE 0.0029  
AA 6.70 × 10− 86

MOBIL LR 5.23 × 10− 37

SVM 3.76  
FFN 1.64 × 10− 8

RNN 7.97 × 10− 7

GBM 0.00  
SDE 9.99 × 10− 38

AA 10.68 
MRS LR 15.24  

SVM 15.58  
FFN 11.40  
RNN 19.93  
GBM 0.00  
SDE 2.70 × 10− 22

AA 0.59 
OANDO LR 1.99 × 10− 52

(continued on next page) 

Table V 
Exponential decay of Oil and Gas Sector.  
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Table VII (continued ) 

Stock Model p-value

SVM 10.86  
FFN 3.98 × 10− 40

RNN 1.01 × 10− 31

GBM 0.00  
SDE 4.01 × 10− 67

AA 12.95 
RAKUNITY LR 0.03  

SVM 1.76  
FFN 7.01  
RNN 7.13  
GBM 0.00  
SDE 1.15  
AA 4.74 × 10− 64

SEPLAT LR 3.67  
SVM 18.90  
FFN 1.04  
RNN 14.66  
GBM 5.04 × 10− 81

SDE 8.23 × 10− 204

AA 15.87 
TOTAL LR 3.14 × 10− 14

SVM 6.78  
FFN 5.01 × 10− 8

RNN 4.80 × 10− 7

GBM 0.00  
SDE 5.69 × 10− 44

AA 14.15  
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A R T I C L E  I N F O

Keywords: 
Sudoku puzzle 
Harmony search 
Metaheuristics 
Local search 

A B S T R A C T

The Harmony Search metaheuristic has been used to solve many different optimization problems. Several papers 
examined its effectiveness for solving Sudoku puzzles. Another paper claims that it is ineffective for solving 
Sudoku puzzles and further that the method itself lacks novelty compared to other evolutionary algorithms. Our 
paper analyzes the search process in harmony search when applied to a specific Sudoku puzzle examined in 
earlier research. The basic harmony search procedure is re-implemented and tested to evaluate its performance 
and verify its applicability to the specific example. We found that the while the criticisms of the method for this 
problem are valid, that the performance can be improved with a rather simple modification. First, we propose a 
new objective function for the search procedure. This proposed objective function facilitates the search method 
to find a proper solution. Second, the modified version of the harmony search, where harmony search is com-
bined with local search is introduced and analyzed for its contribution of ‘improvisation’ in harmony search 
procedure by comparing the performance of local search and the modified search. For a specific problem, the 
modified version of harmony search generates a unique solution with new objective function in favorable time. 
Then extended experiments were performed for various Sudoku problems. We find that while the modified 
search procedure produces solutions more quickly, that it suffers the same issue that the original method has in 
that it sometimes fails to find a feasible solution.   

1. Introduction

In recent years, a tremendous amount of research has been con-
ducted related to the application of metaheuristics to combinatorial 
optimization problems. While some of these efforts have gained recog-
nition and respect, others face criticism due to unpredictable perfor-
mance and lack of theoretical foundations. The Harmony Search (HS) 
algorithm based on jazz music was proposed by Geem [9]. Since its 
introduction, HS has been applied to problems in areas such as sched-
uling optimization [6], reliability problem [27] and facility layout 
design [11] because of its simple structure and easiness to be applied. HS 
is even capable of derivative for discrete variables [7] and the result can 
be independent from parameter setting [10]. However, Weyland [25] 
raised the issue of its novelty, and also its limitations, and Weyland [26] 
presented criticism of its application to Sudoku, which was proposed in 
Geem [8]. The result provided in Geem [8] could not be verified by 
Weyland [26] and the question about the applicability of the HS algo-
rithm came to the front. Our study is focused on the analysis of HS for its 
usability as a Sudoku solver, the introduction of a modified search 

method, and a comparison between the original search method and our 
modified one. Note that we are not addressing the arguments sur-
rounding the novelty of Harmony search that were mentioned in Wey-
land [25] and then rebutted several times, for example in Kim [12] and 
Saka et al. [20]. We are simply demonstrating that some simple im-
provements can improve the performance of the method on Sudoku 
problems. 

A Sudoku puzzle assigns a single-digit number between 1 through 9 
to each location in a 9 × 9 matrix. A number must not be repeated in 
each row, column, and within each of the nine 3 × 3 blocks. As shown 
in Fig. 1, each puzzle has some cells that have already been filled with 
numbers. This puzzle, which is well known for its addictive nature [13], 
has been further popularized by the many versions which have been 
developed and released as mobile applications. The level of difficulty of 
a Sudoku puzzle depends not only on the number of pre-filled cells but 
also on the techniques required to find the proper values for each cell 
[19]. An empty Sudoku grid has 6.67 × 1021 possible combinations [5, 
19], but the pre-filled cells serve as constraints and reduce the number of 
possible combinations. 
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In recent years, many research efforts involving Suduku have applied 
evolutionary search algorithms such as genetic algorithms [14], particle 
swarm optimization [17], artificial bee colony algorithms [18]. A 
detailed discussion of meta-heuristic approaches can be found in Lewis 
[13] and Mishra et al. [15]. In Mishra et al. [15], more than 10
meta-heuristics were introduced and analyzed on their performance on 
Sudoku, but the HS was not included in this discussion. As previously 
mentioned, our paper analyzes the performance of HS and its applica-
bility to Sudoku and it is not intended to support or contradict the 
previous research presented in Weyland [26] or Geem [8]. Heuristics 
that are designed specifically for Sudoku puzzles and have excellent 
solution times were introduced in Coelho and Laporte [3]. Thus, 
comparing the performance of HS to other heuristics that are specifically 
designed-to-solve Sudoku puzzles would not be a new contribution. Our 
study is mainly interested in exploring the performance of HS and in 
proposing a modification which will improve it for these puzzles. We 
propose the HS algorithm with some modification, embedding local 

search to solve Sudoku puzzle. Furthermore, we analyze the effect of 
harmony search procedure by comparing its result to the variant con-
taining the local search. 

In the following section, we explored the mathematical form of 
Sudoku prior to discussing the harmony search. Section 3 describes a 
basic harmony search used in Geem [8], and we propose a possible 
objective function to solve Sudoku more accurately. An extended form of 
HS algorithm is introduced and detailed in this section. Section 4 pre-
sents a comparison of results of previous research to this study. Addi-
tional analysis for the proposed algorithm and further applications of the 
proposed algorithm are presented. Finally, we draw our conclusion in 
Section 5. 

2. Sudoku problem formulation

The Sudoku puzzle found in Fig. 1 can be modeled as a linear pro-
gram [2]. Specifically, it can be modeled as a binary integer program 
(BIP) for general n × n puzzles. The decision variables are defined as 
follows: 

xk
ij= {

1, if element (i, j) of the n × n matrix contains the integer k
0, otherwise 

This problem is a special case of a linear program because it only 
considers the constraints and can be modeled as a constraint program [1, 
2]. Thus, the objective function is just set to zero as in Eq. (1) and the 
constraints are set to work for its satisfiability. 

Min0 (1)  

s.t.
∑9

i=1
xk

ij = 1, j = 1..9, k = 1, ..…, 9 (2)  

∑9

j=1
xk

ij = 1, i = 1..9, k = 1, ..…, 9 (3)  

∑3q

j=3q− 2

∑3p

i=3p− 2
xk

ij = 1, p = 1..3, q = 1..3, k = 1, ..…, 9 (4) 

Fig. 1. Example of Sudoku Puzzle [8].  

Fig. 2. Procedure of Harmony Search.  

Fig. 3. HM construction process.  

Fig. 4. re-adjustment procedure.  
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Fig. 5. Example of two-way exchange in a 2-opt algorithm.  

Table 1 
the result of the experiments.  

HMS HMCR PAR Runs finding the unique solution in Iterations to obtain the optimal solution 
104 iterations in Weyland [26] and 
this study  

106 iterations in Weyland [26] and 
this study  

in Geem  
[8] 

by HS with Re- 
adjustment 

by HS with embedded local search 
(HS2E) 

1 0.5 0.01 0 0 66 395167 (0.05) 2 
0.1 0 0 337 655541 (0.1) 15 
0.5 0 0 422 n/a (0) 14 

0.7 0.01 0 0 287 3978 (0.35) 1 
0.1 0 0 3413 297840 (0.15) 7 
0.5 0 0 56 n/a (0) 3 

0.9 0.01 0 0 260 828969 (0.05) 136 
0.1 0 0 n/a 90892 (0.1) 61 
0.5 0 0 1003 88848 (0.25) 19 

2 0.5 0.01 0 0 31 180210 (0.05) 12 
0.1 0 0 94 502616 (0.1) 12 
0.5 0 0 175 n/a (0) 14 

0.7 0.01 0 0 102 15930 (0.3) 2 
0.1 0 0 77 364327 (0.1) 16 
0.5 0 0 99 n/a (0) 11 

0.9 0.01 0 0 n/a 203425 (0.15) 11 
0.1 0 0 n/a 54147 (0.2) 19 
0.5 0 0 1325 126627 (0.15) 3 

10 0.5 0.01 0 0 49 450860 (0.35) 25 
0.1 0 0 280 825597 (0.05) 7 
0.5 0 0 188 n/a (0) 18 

0.7 0.01 0 0 56 546484 (0.05) 2 
0.1 0 0 146 33106 (0.15) 11 
0.5 0 0 259 n/a (0) 33 

0.9 0.01 0 0 180 8199 (0.15) 4 
0.1 0 0 217 1798 (0.25) 7 
0.5 0 0 350 198292 (0.15) 10 

50 0.5 0.01 0 0 147 n/a (0) 2 
0.1 0 0 372 n/a (0) 2 
0.5 0 0 649 n/a (0) 7 

0.7 0.01 0 0 165 55735 (0.05) 5 
0.1 0 0 285 133542 (0.1) 23 
0.5 0 0 453 n/a (0) 19 

0.9 0.01 0 0 87 n/a (0) 2 
0.1 0 0 329 10781 (0.05) 26 
0.5 0 0 352 638784 (0.15) 30  

Fig. 6. The example of solutions that generate the optimal objective value of 0 in Eq. (12).  
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∑9

k=1
xk

ij = 1, i = 1..9, j = 1, ..…, 9 (5)  

xk
ij = 1, ∀(i, j, k) ∈ G (6)  

xk
ij ∈ {0, 1}, ∀i, j (7) 

Eq. (2) through Eq. (4) indicates that the single number should be 
assigned to each row, column, and block, where m indicates the 
dimension of submatrix. Eq. (5) ensures that every cell must have a 
number. The given number is set to 1 at Eq. (6) where G indicates the set 
of cell location and the number specifically given at that cell. Eq. (7) 
restricts the variable uses to only binary. 

This constraint program can be formulated another way as follows: 

Min

⃒
⃒
⃒
⃒
⃒

∑9

i=1
xk

ij − 1

⃒
⃒
⃒
⃒
⃒
+

⃒
⃒
⃒
⃒
⃒

∑9

j=1
xk

ij − 1

⃒
⃒
⃒
⃒
⃒
+

⃒
⃒
⃒
⃒
⃒

∑3q

j=3q− 2

∑3p

i=3p− 2
xk

ij − 1

⃒
⃒
⃒
⃒
⃒

(8)  

s.t. i = 1,…, 9, j = 1,…, 9, k = 1,…, 9, p = 1,…, 3, q = 1,…, 3
∑9

k=1
xk

ij = 1, i = 1,…, 9, j = 1,…, 9
(9)  

xk
ij = 1, ∀(i, j, k) ∈ G (10)  

xk
ij ∈ {0, 1}, ∀i, j (11) 

Due to differences in objective function, the method of construction 
in harmony search could not be compared with that of a search pro-
cedure. However, we were able to compare the unique solution and the 
solving time of a specific Sudoku problem in the two algorithms. The 
formulation was coded and executed using CPLEX 12.6 on an Intel Core 
i5 CPU, 8G memory computer, which generated the optimal solution 
within 0.01 second for the example problem given in Geem [8]. Addi-
tional tests using extended examples (Section 4.3) were examined 
through the CPLEX application. The additional tests generated the 
optimal solutions within 0.02 s for even the hardest problem. Thus, 
rating the performance of each algorithm in terms of solving time was 
ineffective. Instead, the search procedure itself is tested for its 
effectiveness. 

3. Harmony Search

Harmony Search’s approach is inspired by the improvisation process
used by jazz musicians. There are three phases of this approach: 
initialization, improvisation, and memory updates. The harmony 
memory size (HMS) is defined as the number of solution vectors called 
harmony memory (HM). The HMS, harmony memory consideration rate 
(HMCR) and pitch adjustment rate (PAR) should be determined at the 
initialization phase. Two parameters, HMCR and PAR, are used for 
constructing a solution for the next generation in improvisation phase 
with the use of random selection for a new HM. After generating new 
HM, the new group of HM is updated based on its solution quality; if a 
newly generated HM is better than the HM in the previous group, then 
the new HM is included to a new generation of HM where the worst 
value is removed. Fig. 2 illustrates the procedure of HM. 

3.1. Basic HS Model for Sudoku 

As it was mentioned, Sudoku is solved by filling in the cells with 
numbers 1 through 9 while abiding to the ‘single number’ rule [2] in the 
matrix. Thus, the objective function of BIP is not the focus of the prob-
lem—the constraints are. However, one of the characteristics of 

Fig. 7. Main effects plot for the number of iterations.  

Fig. 8. Interaction effects plots for the number of iterations.  

Fig. 9. Response optimization.  

Table 2 
The comparison of HS2E and 2-opt algorithm.    

Number of iterations Time to Solve (in s)  
Min Median Mean Max Min Median Mean Max 

HS2E 1 39.5 54.2 384 0.07 0.75 0.91 4.95 
2-opt 20 379.5 584.1 3442 0.48 9.33 14.22 83.53  

Table 3 
Number of iterations needed to solve the Sudoku puzzle using HS2E.   

Easy 
(36) 

Medium 
(29) 

Hard 
(23) 

SD1 
(24) 

SD2 
(23) 

SD3(22) 

Min 
(run time) 

24  
(0.6s) 

196  
(6.8s) 

9765  
(354s) 

16626 
(891s) 

26450 
(1523s) 

20708 
(1098s) 

Median 882 22645 256780 46365 191397 216998.5 
Probability 

of Success 
100% 77% 63% 87% 67% 80%  
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Minimize Z =
∑9

i=1

⃒
⃒
⃒
⃒
⃒

∑9

j=1
xij − 45

⃒
⃒
⃒
⃒
⃒
+
∑9

j=1

⃒
⃒
⃒
⃒
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∑9

i=1
xij − 45

⃒
⃒
⃒
⃒
⃒
+
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r=1

⃒
⃒
⃒
⃒
⃒

∑9

(s,t)∈Br

xst − 45

⃒
⃒
⃒
⃒
⃒

(12)  

where xij = cell at row i and column j, and Br = set of coordinates for 
block r. The characteristic of the Sudoku matrix requires that sum of 
each row, column, and block should be 45. Therefore, the given objec-
tive function should be zero when the allocation of single number sat-
isfies its constraints. It has been mentioned that the given objective 
function does not guarantee that the numbers 1 through 9 are shown 
exactly once in a row, column, and block [8]. However, there is no 
specific method introduced to avoid this violation in Geem [8], and it is 
expected that the iteration itself would drive the process to generate the 
intended solutions. The violation of constraints with zero objective 
function value (OFV) has been reported in Weyland [26]. Therefore, we 
propose a modified objective function as follows. 

Minimize Z =
∑9

i=1

(
∑9

j=1
xij − 45

)2

+
∑9

j=1

(
∑9

i=1
xij − 45

)2

+
∑9

r=1

(
∑9

(s,t)∈Br

xst − 45

)2

+
∑9

i=1

(
∑9

j=1
Sij − 60

)2

+
∑9

j=1

(
∑9

i=1
Sij − 60

)2 

+
∑9

r=1

(
∑9

(s,t)∈Br

Sst − 60

)2

(13)  

where Sij = (xij − x)2 and x = 5, which are the deviation and mean value 
of 1 through 9, respectively. The summation of the deviation for each 
row is expected to be 60 if the number 1 through 9 are evenly distrib-
uted. The use of a square instead of an absolute sign places increased 
emphasis on the non-negativity condition. Furthermore, the term 
including Sij, a deviation, ensures that numbers 1 through 9 appears only 
once in a row, column, and block. 

For HS to solve Sudoku in this study, the process follows exactly as 
indicated in Weyland [26] and Geem [8]. The whole process is sum-
marized in Fig. 2. The solution was generated randomly in accordance 
with the HMS. New solutions are continuously generated until the 
maximum number of iterations is met. Each new solution is modified 
using one of the three methods: memory consideration, pitch adjust-
ment, and random selection. In each step, memory consideration is used 
to choose a value from one of the existing HM with the probability of 
HMCR and the random selection was used to choose a value from 1 
through 9 in uniformly random with the probability of 1-HMCR. This 
means that every number in each cell in Sudoku matrix is assigned by 
either memory consideration or random selection. An additional method 
with the probability of PAR, called pitch adjustment, is applied to the 
one already assigned by memory consideration. According to Geem [8], 
the pitch adjustment adds or subtracts 1 from the originally assigned 
number with a chance of 1/2 except when the number 1 and 9 has a 
lower and upper limit. The HM constriction process is presented in 
Fig. 3. 

3.2. Modification: re-adjustment 

The HS in Geem [8] does not explicitly consider avoiding duplication 
of each number in each row, column, and block. However, many 

heuristic approaches adopt certain methods to avoid such duplication. 
In Pacurib et al. [18], a penalty function is used to avoid duplication, 
and many other researchers have used a blocking mechanism in methods 
[14, 16, 22, 23]. The objective function we present in Eq. (9) is much 
tighter and therefore encourages solutions without any duplication in 
each row, column, and bock, but it does not require these solutions. 
Therefore, at the final stage of each iteration, a number that appeared 
more than once in each row is replaced with another number that is not 
present in the current row. 

Fig. 4 shows the process of re-adjustment in the final stage of each 
iteration. Since number 3 appears twice in (a), the first 3 is replaced with 
a 4 as shown in (b). 4 is an acceptable substitute because it was not 
present in the row before substitution. If the second cell in (a) is a given 
number that cannot be replaced, then the second 3 is replaced with a 4. 
In the case in which there are more than three identical numbers in a 
row, the substitution process is the same as explained in Fig. 4 except 
there are additional numbers for substitution. The process finds the 
position for replacement from left to right. Once the process finds the 
specific position for the number to replace, a randomly generated 
number which has not been shown in a row are chosen for the sub-
station. Once done, the next position requiring a substitute is found. It 
proceeds until all the numbers, 1 to 9, are shown a row. This process 
increases the chances of finding a solution. 

3.3. Modification: embedding local search 

The performance of local search is in general not as effective as well 
developed metaheuristics, but it can be embedded into a heuristic to 
improve the search process of the original method. The 2-opt algorithm 
is an improvement technique used for a variety of combinatorial prob-
lems, and it can be easily adapted due to its simplicity and easy imple-
mentation. The algorithm was first introduced by Croes [4] to solve a 
traveling salesmen problem, and it has been adapted to many other 
combinatorial problems since then. To apply the procedure to Sudoku, a 
single two-way exchange is performed in each row. This is because the 
final HM of each iteration has a feasible arrangement of numbers in each 
row after the re-adjustment procedure, and the feasibility of each col-
umn is not considered at this stage. However, the number exchange in 
each row forces the algorithm to search for the best objective function 
possible by placing each cell’s ‘single number’ in each column as well as 
each block. Shown below is a 2-opt algorithm adapted for this study. 
Fig. 5 presents an example of number exchange in the beginning of an 
algorithm. 

Step 1. Let C be the initial solution provided by the HM with re- 
adjustment and z its OFV. Set C∗ = c, Z∗ = z, i = 1, j = i+ 1, nr =

1, and i, j ∕∈ G, where G is set of fixed cell as in Eq. (6) 
Step 2. Exchange the numbers in cell i and j in the solution C. If the 
result of this exchange, C′ , improve the OFV, z′

< z∗, then set z∗ = z′

and C∗ = C′ . If j < gnr, where gnr is max number in Gc in each row, 
then j = j+ 1; otherwise i = i + 1 and j = i+ 1. If i < gnr then repeat 
step 2; otherwise set nr = nr+ 1. If nr ≤ 9, then repeat step 2; 
otherwise go to step 3. 
Step 3. If C ∕= C∗, set C = C∗, z = z∗, i = 1, j = i+ 1, nr = 1 and go to 
step 2. Otherwise, stop the process and return C∗ as the best solution. 

4. Experimental results

As mentioned in Weyland [26], the issue of the objective function
and the result in Geem [8] demonstrates the need to repeat the experi-
ments before pursuing further analysis for the extendibility of HS. 
Table 1 shows the result of the problem instance used throughout this 
study. To compare the specific value, we use the result of HS run in 
Weyland [26] and Geem [8]. This study verifies that the classic (or 
original) HS could not find a unique solution for Sudoku puzzle within 

improvement type heuristics such as HS is that they have a guided 
approach to a given problem. In other words, the algorithm decides 
whether to adapt the new solution or to keep the previous solution in 
each iteration depending on the resulting value. Thus, setting the 
objective function would be very important to develop a proper solution 
procedure. Mishra et al. [15] introduced various objective functions 
used to solve Sudoku using evolutionary metaheuristics. In Geem [8], 
the objective function is based on the sum of each row, column, and 
block as follows: 
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Table 2 summarizes the result of these two algorithms. 
As shown in Table 2, the proposed HS2E is superior to 2-opt algo-

rithm because HS2E requires fewer iterations and less solution time than 
the 2-opt algorithm. We noticed that the median value of the number of 
iterations for HS2E is very close to the one generated by a response 
optimizer (y = 37.3). Overall performance indicates that the application 
of HS as a Sudoku solver is effective for this specific problem when 
combined with the local search, 2-opt. We expect that statistical analysis 
would provide the same result. 

4.3. Additional experiments 

As mentioned in Section 1, the level of difficulty of a Sudoku puzzle 
depends on the numbers that are given to the grid in the theoretical 
count. The example problem in Weyland [26] and Geem [8] has 40 
given numbers. The Sudoku puzzles with more than 30 given numbers 
fall into the ‘easy’ categories based on the example used in Mantere and 
Koljonen [14], Pacurib et al. [18], Sato and Inoue [22], and Wang et al. 
[24]. Thus, we performed additional experiments to test the method’s 
applicability in Sudoku puzzles of varying difficulty. Three instances 
used in Pacurib et al. [18] were tested for HS2E: easy, medium, and 
hard. Additional instances in Sato et al. [21] were used for extremely 
difficult cases: SD1, SD2, and SD3. Table 3 shows the result of the 
experiment for these six instances. The numbers in parenthesis indicate 
the number of givens in Sudoku grid. The experiment was repeated 30 
times for each problem within 106 iterations. 

The average iterations are not significant in this experiment because 
some trials did not find an optimal solution within 106 iterations and 
because we do not have information regarding how far the iterations 
might proceed. However, the median can be calculated since the ma-
jority of trials reached the solution. Through these experiments, it can be 
inferred that when fewer numbers are given to a Sudoku grid, HS needs 
more iterations to find a unique solution. This is expected since the given 
number in Sudoku grid is related to the number of combinations the 
Sudoku puzzle can have. However, the probability of success is not 
directly related to the number of givens in Sudoku. The method gener-
ated a solution for SD2, named ‘Al Escargot’ known as the one of the 
hardest Sudoku puzzles, with 67% of probability of success, which is less 
than that of SD3. A medium difficulty problem with 29 givens had lower 
probability of success than that of SD1 with only 24 givens. The data 
structure inside of a Sudoku grid could affect the chance of finding a 
solution. We observed that it takes around 8 h to have 106 iterations for 
the medium and hard problems and around 12 h for the very difficult 
SD1 through SD3. 

5. Conclusion and discussion

In this paper, we analyzed the effectiveness of basic harmony search
for solving Sudoku puzzles. The effectiveness of harmony search in 
Sudoku has been a subject of debate. In this research, the contribution of 
the harmony search was evaluated and the effect of harmony memory 
construction to local search algorithm was shown by comparing the 
results of harmony search with that of the local search with a randomly 
generated initial solution. The improvised procedure in harmony search 
facilitated the local search to find the optimal solution with a proposed 
objective function, which was much more specific to the optimality 
condition. 

Even though HS2E was proposed to explore the HS effect as a search 
procedure to a specific given problem, the HS2E was applied to solve 
general Sudoku instances other than the one given in the previous 
research. The experimental result showed that HS2E generated the 
optimal solution satisfactorily and it is capable of solving extremely 
difficult problems. However, its probability of success for medium to 
extremely hard problem is not 100%. Thus, identifying other search 
methods to embed which will increase the probability of success on 

106 iterations, the number cited in Weyland [26]. Hence, it is logical 
that the original HS could not find a unique solution within 104 times of 
iterations, the maximum number of iterations cited in Geem [8]. Each 
set of parameters were tested 20 times for a total of 720 runs. The HS 
with an objective function in Eq. (12) generates an optimal solution, 
which is not a feasible solution as shown in Fig. 6. The number place-
ments that violate the single number rule are highlighted. 

The proposed objective function, Eq. (13), was used for the rest of the 
experiments and the classic HS did not generate a unique solution in the 
given number of iterations. However, as mentioned before, it was re-
ported that HS has been successfully applied to other type of optimiza-
tion problems and that there are many hybridized HS methods that are 
capable of generating favorable solutions for a certain problem. There-
fore, we modified the procedure as explained in 3.2; the re-adjustment 
process was added to make each row feasible at the final stage of HM 
in each iteration. The result of the modification is shown on the second 
and third column in the right side of Table 1. The value in parenthesis 
indicates the probability of finding the solution. As shown in the table, 
the modification seems to be unsuccessful. Many iterations are necessary 
to increase the probability of finding the optimal solution. However, the 
re-adjustment modification would be embedded in the beginning of the 
local search 2-opt because this two-way exchange algorithm requires a 
feasible configuration to improve its performance. After adapting the 2- 
opt to HS, the result is dramatic as shown in the last column of Table 1. 
The number indicates the minimum number of iterations to find the 
optimal solution among the 20 trials in each parameter set. 

Through this experiment, it was verified that the HS with embedded 
2-opt — which we refer to as HS2E — generated favorable results for the 
specific Sudoku problem. However, it was uncertain whether the 2-opt 
algorithm was capable of replicating HS2E’s performance by itself. This 
uncertainty questioned the contribution of HS in HS2E. To verify the 
contribution of ‘HS’ in HS2E, a randomly generated initial solution was 
given to a 2-opt procedure instead of HM in HS2E, and the random so-
lution was compared to the improvised solution in HS. For this evalua-
tion, the parameters were set for HS2E and the test for parameter 
selection was done.

4.1. Parameter Selection 

To select the parameter set, a general full factorial analysis with 
three factors, multiple levels, and 20 replications generated to provide 
for Table 1 was conducted. Since there is no dependable OFV for each 
factor, the number of iterations to find zero OFV serves as the response 
for this analysis. It was concluded that each of the factors and their 
interaction—HMS, HMCR, and PAR—are influential to determine the 
number of iterations necessary. 

The main effects graphed in Fig. 7 indicates that the parameter set 
would be the most effective with (HMS, HMCR, PAR) = (10, 0.7, 0.5). 
However, the interaction effect does not provide a clear distinction of 
each parameter as shown in Fig. 8, with the exception of a few sets that 
must not be combined as a parameter: HMS = 1, HMCR = 0.9, and 
PAR=0.01. Finally, the tool named ‘Response Optimizer’, provided in 
Minitab® and used as a parameter tuning tool, was used to select the 
best combination of parameters to minimize the number of iterations 
needed to find the optimal solution; the tool provided the parameter set 
(HMS, HMCR, PAR) =(10, 0.7, 0.01) as shown in Fig. 9. 

The number of iterations is expected to be 37.3 with use of ‘the 
parameter set’. d = 0.9977 indicates that the setting is well fit to overall 
response (d = 1 represents ideal case). 

4.2. HS2E vs. 2-opt algorithm 

With a given parameter set, additional 50 runs were tested. The 
procedure for HS2E and 2-opt algorithm were implemented in C++, and 
executed on an Intel Core i5 class computer with 8GB of memory. 
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A B S T R A C T

Terrorism can be described as the use of violence against persons or properties to intimidate or coerce a gov-
ernment or its citizens to some certain political or social objectives. It is a global problem which has led to loss of 
lives and properties and known to have negative impacts on tourism and global economy. Terrorism has also 
been associated with high level of insecurity and most nations of the world are interested in any research efforts 
that can reduce its menace. Most of the research efforts on terrorism have focused on measures to fight terrorism 
or how to reduce the activities of terrorists but there are limited efforts on terrorism prediction. The aim of this 
work is to develop an ensemble machine learning model which combines Support Vector Machine and K-Nearest 
Neighbor for prediction of continents susceptible to terrorism. Data was obtained from Global Terrorism Data-
base and data preprocessing included data cleaning and dimensionality reduction. Two feature selection tech-
niques, Chi-squared, Information Gain and a hybrid of both were applied to the dataset before modeling. 
Ensemble machine learning models were then constructed and applied on the selected features. Chi-squared, 
Information Gain and the hybrid-based features produced an accuracy of 94.17%, 97.34% and 97.81% respec-
tively at predicting danger zones with respective sensitivity scores of 82.3%, 88.7% and 92.2% and specificity 
scores of 98%, 90.5% and 99.67% respectively. These imply that the hybrid-based selected features produced the 
best results among the feature selection techniques at predicting terrorism locations. Our results show that 
ensemble machine learning model can accurately predict terrorism locations.   

1. Introduction

Terrorism is a global menace which has stayed with humanity since
the ancient times. It is a global concern because it has led to loss of lives, 
properties and insecurity, both nationally and globally. Previous studies 
have shown that the level of insecurity and uncertainty caused by 
terrorism has influenced decision-making to the extent that many people 
now make more conservative and less risky decisions often as a way of 
compensating for the feelings of insecurity caused by the disasters 
associated with terrorism [1]. One of the most popular terrorist activities 
is the 9/11 which has not only been recorded as one of the deadliest 
single attacks in history but also has attracted world’s attention to the 
dire need of investigating, predicting and cubing this social and eco-
nomic enemy called terrorism. Although terrorism has often been 

defined in a way that is specific to the subject-matter of the particular 
convention, it is described by Title 22 of the U. S. code as politically 
motivated violence perpetrated in a clandestine manner against 
non-combatants [2]. It is often committed so as to create a fearful state 
of mind in an audience very often different from the victims. Although 
some have argued that terrorism has some positive implications, the fact 
is that it cannot be reasonable even if it was later discovered to be benign 
[3]. This was premised on the fact that any action exhibited against a 
representative public order is an illicit act and can be characterized as 
oppressive and illegitimate. This is because terrorism itself is associated 
with violence, extremism, intimidation and acts against public and so-
cial order [4]. Terrorism has also been found to be associated with 
anti-colonial movement, cruelty and rivalry among political opponents 
[5, 6]. 

An ensemble machine learning model for the prediction of danger zones: 
Towards a global counter-terrorism 
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(3)  

where Pi is the ratio of conditional attribute P in the given dataset, Sj is 
the index for each attribute. The information gain implementation yields 
scores for each attribute which ranks based on importance. The higher 
the information gain score, the more contributive the feature is to the 
target variable. 

Some research works have been done in the application of statistical, 
machine learning and deep learning techniques to the Global Terrorism 
Database (GTD) towards countering global terrorisms. Some authors 
have applied machine learning techniques such as Naïve Bayes (NB), K- 
Nearest Neighbors (KNN), Decision Trees and Support Vector Machine 
(SVM) to predict the terrorist groups responsible for a given incident 

[18, 19]. Some authors have also developed a recommender system 
using deep learning to predict the rate at which terrorists spread online 
propaganda [20]. A hazard grading model has been developed for the 
quantification of terrorist attacks using K-Means clustering [21]. The 
success of terrorist activities has also been predicted using Decision Tree 
Algorithms [22]. Some researchers also predicted if a particular terrorist 
attack is targeted at a government official, civilians, military, business or 
others [23]. Similar work on the computational approaches to terrorism 
prediction have also been reported in previous studies [24, 25] and [26]. 
Whether a given terrorist attack will be claimed by a known group or not 
has also been established by recent researchers using different machine 
learning techniques [27]. In another dimension, it is noted that none of 
these works has predicted locations, that is, continents where a given 
kind of terrorism can occur. This is a novelty of this work. Such infor-
mation can aid the War on Terrorism, improve security consciousness 
and serves as good advice for tourists. In this work, we proposed an 
ensemble computational model for the prediction of danger zones as it 
relates to terrorism attacks. 

2. Materials and methods

2.1. Study workflow

We developed a workflow for the study to guide the project execu-
tion. This workflow includes preprocessing, feature selection, training, 
testing and prediction (Fig. 1). It shows the systematic approach taken 
by the researchers in actualizing the study. The Global Terrorism 
Database (GTD) was used for this study. The dataset was preprocessed 
and split into training and testing. The ensemble machine learning 
model consists of Support Vector Machine (SVM) and K-Nearest 
Neighbors (KNN). The system learned from the training set and its ef-
ficiency was evaluated with the testing set. This bottom up approach 
helped us to anticipate all that could be needed for the study and we 
made efforts towards getting them. These components are described in 
the following sub-sections. 

2.2. Data description 

In this study, we obtained terrorism dataset from the University of 
Maryland’s online repository known as the Global Terrorism Database 
(GTD). The data is maintained by the National Consortium for the Study 
of Terrorism and Responses to Terrorism (START). The data description 
shows that an incident is categorized and recorded as terrorism if it 
meets any two of these three criteria: (1) if it is intentional, (2) if it 
entails some level of violence or immediate threat of violence and (3) if 
the perpetrators of the violence are sub-national actors. This dataset 
contains incidents of terrorism and attacks that were collected from 
news sources all over the world [28]. The GTD contains 181,691 in-
stances of recorded incidents of terrorism attacks recorded from July 
1970 to December 2017 from all countries of the world (Fig. 2, Table 1). 
The dataset has 139 attributes, many of which are sparse due to missing 
data. Detailed description of this dataset is available elsewhere [28-30]. 
In order to give our model a very good statistical power and to reduce 
fitting error, we removed all the attacks that do not have complete in-
formation required for the modeling. 

2.3. Data pre-processing 

The GTD was preprocessed via data cleaning, discretization, dupli-
cate removal and normalization. To clean the data, columns which 
describe the same features were combined and only one of such was 
retained and some extracted features replaced some feature subset. For 
instance, we removed the column for event ID and retained day, month 
and year of occurrence. Columns with 20% or less of missing data were 
also removed to reduce the effect of missing data on our model. This 
reduced the number of features from 139 to 46. Data discretization was 

The inclinations and impacts of terrorist activities are often quanti-
fied and assessed by the number of incidents and casualties [4]. The 
causes of terrorism can be categorized into three layers; the situational 
factor, the strategic factors and the individual factors [6]. The situa-
tional factors include conditions that allow the possibility of radicali-
zation and motivate feelings against the enemy as well as specific 
triggers for actions. The factors may, in the short run, mean an act to 
advertise a course; but its long term (strategic) factors may point to a 
political change, nationalists, and revolution or separatist movements. It 
may also seek to disrupt and discredit the process of government, in-
fluence public attitude and prevent good governance, instill fear and 
sympathy as well as provoke a counter-reaction to legitimize their 
grievances. The individual factors deal with the worldview, psychology 
and character traits of terrorists. It assumes that terroristic personality or 
predisposition exists in humans. 

The danger of terrorism to lives and properties in a global sense and 
the need to cub it is a good justification for this work. The impact of the 
application of machine learning and artificial intelligence to curbing the 
spread of terrorism cannot be overemphasized, the techniques of which 
can help prevent and combat terrorism, help the government and other 
policy-makers make informed decisions, concertize citizens and pilgrims 
on the kind of terrorism activities a particular region is exposed to and, 
indeed provide a cost-effective means of protecting lives and properties 
of citizens [5-9]. Machine learning can be used to make predictions 
about terrorism with such information as financial transactions, travel 
patterns, activities, as well as publicly available information such as 
social media. The expected outcome of this study will highlight the 
importance of global terrorism data and the ability to obtain useful in-
formation from them vis-à-vis counter-terrorism [10, 11]. 

Datasets for machine learning prediction may contain hundreds of 
attributes, many of which may be irrelevant to the mining task, hence, 
the need for feature selection. Feature selection is an important exercise 
for providing further insights and pre-insights into any given dataset. It 
can also form a crucial part of data preprocessing especially in the case 
of machine learning models [12, 13]. It helps in assigning a score to the 
predictive variables based on how the explain the target variable [14]. 
Feature importance can be manual, statistical or machine learning 
based. Chi-Square feature selection compares each feature against the 
target variable to measure their relative dependence which has been 
widely used in literature [15-17]. Information gain is another effective 
feature selection technique. It works by calculating the reduction in 
entropy by splitting the dataset according to a given value of a random 
variable. Information gain is defined in Eqs. (1), (2) and (3). 
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Fig. 1.. Workflow of the proposed model.  

Fig. 2.. Map of the world showing the incidence of Terrorism 
Source: Global Terrorism Data (https://start.umd.edu/news/global-terrorism-decreases-2018-recent-uptick-us-terrorist-attacks-was-sustained); Fig. 2: Performance 
metrics visualization. 
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done by converting the nominal fields in the GTD dataset into corre-
sponding numerical values and data normalization was done using Eq. 
(4). 

z = (x − min(x))/(max(x) − min(x)) (4)  

where min and max are the respective minimum and maximum values 
for feature x and z is the normalized feature. Normalization is important 
because it reduces the variance of dataset thereby improving the fitness 
of our model and reducing bias. The countries were grouped into con-
tinents and each instance was assigned a continent code generated using 
longitude and latitude. 

2.4. Feature selection 

Two filter-based feature selection methods (Chi-Square and Mutual 
Information Gain) were used in this study to determine the “best fit” 
features in the pre-processed GTD datasets. This allowed us to:  

I identify and focus on the most important features and  
II reduce computation time because less features are relatively 

computationally less expensive. 

Chi Squared and Mutual Information Gain helped in the individual 
ranking of the GTD features from which we selected features with higher 
scores. Hybrid selection was done by selecting the intersection of both 
selection techniques. 

2.5. Modelling and implementation 

Following data pre-processing and feature selection, we proceeded to 
the development of a predictive model using the selected features. Our 
target was to predict the continents of terrorist attack. Our prediction 
model is a mapping function which consists of the training dataset S of 
the original features. If n datasets are selected randomly for training the 
models using the known relevant attributes, the mapping ξ : Xj.k→ Yk 

defined as ξ(Xj.k) = Yk ∀ terrorism incidents, k; where Xj.k are the set of 
attributes, j is the incident counter Y is the output – predicted – class. 
Ensemble models are preferred to single models in order to reduce bias 
and increase the predictive power of the developed system. The moti-
vation for using ensemble models is to reduce the generalization error of 
the prediction [31]. The base models used for the ensemble model were 
SVM and KNN. The dataset was divided to training and testing using 
ratio 70:30. 

SVM and KNN are well known machine learning techniques used for 
classification and they are well described elsewhere [32-34]. SVM is a 
supervised machine learning technique used for labelled prediction. It 
uses the training set to learn the differences between groups to be 
classified. It is also called a maximum-margin classifier because it works 
by finding the optimal margin that best separates the groups to be 
classified SVM has a wide area of application because it can work with 
both linear and non-linear data. It also works well with high dimensional 
data and has high flexibility in modeling data from different sources 
[35]. In the SVM model, radial basis function (RBF) was used to handle 

the non-linearity in the data because it gave a very good result during 
experimentation. Details of KNN models can be found elsewhere 
[36-38]. KNN is also a supervised machine learning algorithm used for 
classification. Similar to SVM, KNN has application in many fields such 
as pattern recognition, data mining and intrusion detection. It is 
non-parametric which means that it does not make any assumption 
about the distribution of the data. It also uses the training set to learn the 
differences between groups to be classified. We evaluated the predictive 
power of the model using measures of sensitivity, specificity, accuracy 
and Area Under Curve (AUC). 

3. Results

The data preprocessing reduced the number of features in the dataset
to 21, these are Month of occurrence, Day of occurrence, Region of 
occurrence, Location, if it is intentional, if it entails some level of 
violence or immediate threat of violence and if the perpetrators of the 
violence must be sub-national actors, Is event clearly a terrorism, Con-
nected to other Attacks, Is Suicide, Type of Attack, Target Type, Na-
tionality of Target, Group Name Known, Not Affiliated to Group, Type of 
Weapon, Number of Fatalities, Property Damaged, Victims in Hostage, 
Ransom Given, Terrorism successful. The features selected from the 
hybridized feature selection process were collated and passed to the 
implemented ensemble classifier. The result of the prediction is pre-
sented in the confusion matrix in Table 1 while Table 2 shows the 
sensitivity, specificity and Area Under Curve (AUC). 

The result shows that North America, Asia and South America have a 
high sensitivity of 0.98 while North America and Europe have a high 
sensitivity of 0.98. North America and South America produced the 
highest Area Under Curve of 0.99. 

Table 2 shows that the AUC for the classes ranged from 0.83 to 0.99 
with North America having the highest area and Oceania having the 
least. Also, the sensitivity ranged from 0.63 to 0.98 with the North 
America having the highest value and Oceania with the least value. The 
specificity ranged from 0.92 to 0.98 with North America having the 
highest value and South America having the least value. 

Table 3 shows the summary result for the performance of the three 
models, i.e. the ensemble model using Chi Square feature selection, In-
formation Gain feature selection and the hybridized method which 
combines the two. The result shows that the model built using the hy-
bridized feature selection method gave the best performance in all the 

CLASS LABELS Predicted  
Total NA AS EU SA AF OC  

Actual 
NA 4403 29 0 61 1 0 4494 
AS 14 33,401 139 78 159 2 33,793 
EU 1 179 6747 0 73 0 7000 
SA 61 48 3 6109 0 0 6221 
AF 5 354 67 0 7920 3 8349 
OC 0 9 0 0 25 68 102 
Total 4484 34,020 6956 6248 8178 73 59,959 

Note: NA → North America, AS → Asia, EU → Europe, SA → South America, AF → Africa, OC → Oceania. 

Table 2. 
Performance of the model per continent showing the sensitivity, specificity and 
AUC.   

Sensitivity Specificity AUC 
NA 0.98 0.98 0.99 
AS 0.98 0.96 0.98 
EU 0.96 0.98 0.98 
SA 0.98 0.92 0.99 
AF 0.95 0.97 0.97 
OC 0.67 0.93 0.83 

Note: NA → North America, AS → Asia, EU → Europe, SA → South America, AF 
→ Africa, OC → Oceania, AUC – Area Under the Curve.

Table 1. 
Confusion matrix of the model predicting continents of terrorist attacks.  
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performance metrics i.e. sensitivity, specificity, accuracy, precision and 
execution time. This is further visualized in Fig. 2. 

4. Discussion

We developed 3 models for predicting the continent of terrorist
attack using ensemble algorithm. The first one was based on Chi-Square 
future selection, the second was based on Information Gain feature se-
lection while the third was based on the combination of Chi-Square and 
Information Gain called the hybridized method. Our results show that 
the hybridized model performed better than the other two. The hy-
bridized model gave accuracy, sensitivity and specificity of 97.81%, 
92.17% and 99.67% respectively which suggests that our model gave an 
excellent performance. These results depicts that the variables selected 
using the combination of Chi-Square and Information Gain predicts with 
a high accuracy the continent in which such a terrorism incident can 
occur 

The main strength of this work is the use of machine learning in the 
prediction of location in which a given terrorism incident can occur. 
Previous works on the GTD have investigated features such as the extent 
of damage of attacks, likelihood of success of a terrorism attempt, likely 
targets of a terrorism incident and groups likely to be perpetrate an 
attack. To the best of our knowledge, none of the existing study worked 
on predicting the location of a terrorist attack. Another strength is the 
use of ensemble model that allowed us to combine two machine learning 
techniques namely SVM and KNN. This could explain the reason why the 
proposed model gave an excellent result. The choice of KNN and SVM 
was another strength. They are known to be fast and perform to be good 
with large dataset [39, 40]. GTD is a large dataset and the proposed 
model ran within 60.13 s which shows that it was time efficient. 

One weakness identified in this study is that continent was predicted 
even though we believed that predicting countries will be better. 
However, this was avoided because this will amount to too many cate-
gories and machine learning models may not give a good result when the 
categories are many. 

5. Conclusion

This study proposed an ensemble machine learning model which
combines Support Vector Machine and K-Nearest Neighbor for predic-
tion of continents susceptible to terrorism. Feature selection was used 
three feature selection techniques, Chi-squared, Information Gain and a 
hybrid of both methods. Our results show that ensemble machine 
learning model can accurately predict terrorism locations. Our results 
further showed that a combination of feature selection techniques offer 
an advantage over a single technique. This work established that 
terrorist location can be predicted using computational technique. This 
has a huge implication in the fight against terrorism and in protection of 
life and properties. 
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Performance 
Metrics 

Chi-Square 
Feature 
Selection 

Information-Gain 
Feature Selection 

Hybridized 
Feature Selection 

Accuracy 94.17% 97.34% 97.81% 
Precision 93.17% 96.50% 96.83% 
F1-Score 85.33% 92.83% 94.33% 
Sensitivity 82.33% 88.67% 92.17% 
Specificity 98.33% 90.50% 99.67% 
Execution time 83.50s 81.47s 60.13s  

Table 3. 
Summary results of all the ensemble model using three feature selection 
techniques.  
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A R T I C L E I N F O

Keywords:
Accent recognition
French accent classification

A B S T R A C T

Speech recognition systems have made tremendous progress since the last few decades. They have developed
significantly in identifying the speech of the speaker. However, there is a scope of improvement in speech
recognition systems in identifying the nuances and accents of a speaker. It is known that any specific
natural language may possess at least one accent. Despite the identical word phonemic composition, if it is
pronounced in different accents, we will have sound waves, which are different from each other. Differences
in pronunciation, in accent and intonation of speech in general, create one of the most common problems
of speech recognition. If there are a lot of accents in language we should create the acoustic model for each
separately. We carry out a systematic analysis of the problem in the accurate classification of accents. We
use traditional machine learning techniques and convolutional neural networks, and show that the classical
techniques are not sufficiently efficient to solve this problem. Using spectrograms of speech signals, we propose
a multi-class classification framework for accent recognition. In this paper, we focus our attention on the French
accent. We also identify its limitation by understanding the impact of French idiosyncrasies on its spectrograms.

nalysis of French phonetic idiosyncrasies for accent recognition

jaya Kumar swain, Department of Electrical and Electronics Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, ajayaswain9@gmail.com

Swarna Manjari Samal, Department of Electrical Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, swarnamanjari88@gmail.com 
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1. Introduction

Accent recognition is one of the most important topics in automatic
speaker and speaker-independent speech recognition (SI-ASR) systems
in recent years. The growth of voice-controlled technologies has becom-
ing part of our daily life, nevertheless variability in speech makes these
spoken language technologies relatively difficult. One of the profound
variability in a speech signal is the accent. Different models could
be developed to handle SI-ASR by accurately classifying the various
accent types [1]. Such a successful accent recognition module can
be integrated into a natural language processor, leading to its wide
ranging impact in finance [2], medical science [3], and sustainable
environment [4].

Dialect/accent refers to the different ways of pronouncing/speaking
language within a community. Some illustrative examples could

e American English versus British English speakers or the Spanish
peakers in Spain versus Caribbean. During the past few years, there
ave been significant attempt to automatically recognize the dialect or
ccent of a speaker given his or her speech utterance. Recognition of
ialects or accents of speakers prior to automatic speech recognition
ASR) helps in improving performance of the ASR systems by adapting
he ASR acoustic and/or language models appropriately. Moreover, in
pplications such as smart assistants as the ones used in smartphones,

by recognizing the accent of the caller and then connecting the caller
to agent with similar dialect or accent will produce more user-friendly
environment for the users of the application.

Most of the existing techniques do not possess good accuracy in
identifying the various accents. One of the reasons we are having
trouble to have a good accuracy in the accent recognition problem is
the lack of knowledge we have of English syllabic structure. In order
to approximate English phonology, we have to understand the native
language similarities of articulation, intonation, and rhythm. In the
past, the research has focused on phone inventories and sequences,
acoustic realizations, and intonation patterns. Therefore, it is important
to study the English syllable structure. The main problem behind word
recognition is the understanding of the syllable. It usually consists of
an obligatory vowel with optional initial and final consonants. One
familiar way of subdividing a syllable is into onset and rhyme. All
syllables in all languages phonetically at least consist of onset and
rhyme. However, these categories alone do not indicate where the
syllable is placed within the word. In order to capture foreign accents
in English, we want to highlight those constituents of the syllable that
are most likely to prove difficult for speakers of languages in which
they are not contained [5].
Analysis of French Phonetic... 414
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In this paper, we focus on the specifications of the French language.
e are interested in identifying the idiosyncrasies [6] of French people 

hat lead a model into predicting the wrong accent.

.1. Related work

Berkling et al. [5] discussed the tonal and non-tonal languages and 
heir treatment in speech recognition systems. In Kardava et al. [7],
hey have developed an approach to solve the above mentioned prob-
ems and create more effective, improved speech recognition system of
eorgian language and of languages, that are similar to Georgian lan-
uage. Katarina et al. proposed [8], an automatic method of detection
f the degree of foreign accent and the results are compared with accent
abeling carried out by an expert phonetician. In [9], they give a new 
pproach for modeling allophones in a speech recognition system based
n hidden Markov models.

In [10], they studied mutual influences between native and non-
ative vowel production during learning, i.e., before and after short-
erm visual articulatory feedback training with non-native sounds. To
btain a speaker’s pronunciation characteristics, [11] gave a method 
ased on an idea from bionics, which uses spectrogram statistics to
chieve a characteristic spectrogram to give a stable representation of 
he speaker’s pronunciation from a linear superposition of short-time
pectrograms. Hossari et al. in [12] used a two-stage cascading model 
sing Facebook’s fastTex implementation [13] to learn the word em-
eddings. Davies et al. presented advanced computer vision methods,
mphasizing machine and deep learning techniques that have emerged 
uring the past 5–10 years [14]. The book provides clear explanations 
f principles and algorithms supported with applications. In [15], Farris
resent the Gini index and several measures of integrity.

.2. Contributions of the paper

The main contributions of this paper1 can be summarized as follows:

• Highlighting the problem of the limit in the context of the study
of accent recognition. In this paper, we will show there exists a
‘‘natural’’ limit of the accuracy when it comes to accent classifica-
tion. The main aim of this work will be to address that limit and
give a solution to that problem.

• Highlighting French idiosyncrasies restricting the accuracy values
of deep learning models. In this paper, we focused our work on
the French speakers. We decided to study the language habits
of French speakers that could explain the decrease in precision.
Indeed, the English language is an Indo-European Germanic lan-
guage while the French is a Latin language, which means that
their structure is very different. Thus, we will find strongly similar
words between the two languages, but the way of pronouncing
them will often vary a lot. Thus, the study of these Latin habits is
particularly interesting in the context of our work: understanding
which aspects of the French language reduce the effectiveness of
our models will allow us to better recognize a French accent later
on.

• Highlighting the incidence of these idiosyncrasies in the spec-
trograms, and therefore the models in question. Once we have
isolated more clearly the responsible French idiosyncrasies, we
determine their real impact on the models used (CNN in our case)
by the precise study of spectrograms of vocal samples used. In
this case, we will compare different spectrograms for the same
sentence and determine the differences between a ‘‘French’’ and
‘‘English’’ spectrogram, for a specific idiosyncrasy.

1 With the spirit of reproducible research, the code to reproduce the
esults in this paper is shared at https://github.com/pberjon/Article-Accent-

Recognition.
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Table 1
Highlighting of French main mispronunciations of the English language.

Usual English pronunciations and French pronunciation

short A, as in fat
French Accent : pronounced ‘‘ah’’ as in father

long A followed by a consonant, as in gate
French Accent : pronounced like the short e in get

ER at the end of a word, as in water
French Accent : pronounced air

short I, as in sip
French Accent : pronounced ‘‘ee’’ as in seep

long I, as in kite
French Accent : elongated and almost turned into two syllables: [ka it]

short O, as in cot
French Accent : pronounced either ‘‘uh’’ as in cut, or ‘‘oh’’ as in coat

U in words like full
French Accent : pronounced ‘‘oo’’ as in fool

The rest of the paper is structured as follows. Section 2 discusses
he data and the methods we used in our preliminary study (dataset
nd neural networks) and Section 3 discusses results we obtained with

these methods. In Sections 4 and 5, we analyzed the French speakers id-
iosyncrasies and their consequences on spectrograms. Finally, Section 6
concludes the work and discusses our future works.

2. A primer on French speakers idiosyncrasies

In this section, we provide a primer to the readers on the various
types of speech idiosyncrasies exhibited by French speakers.

2.1. French-infused vowels

Nearly every English vowel is affected by the French accent [10].
French has no diphthongs, so vowels are always shorter than their
English counterparts. The long A, O, and U sounds in English, as in say,
so, and Sue, are pronounced by French speakers like their similar but
un-diphthonged French equivalents, as in the French words sais, seau,
and sou. For example, English speakers pronounce say as [seI], with
a diphthong made up of a long ‘‘a’’ sound followed by a sort of ‘‘y’’
sound. But French speakers will say [se] - no diphthong, no ‘‘y’’ sound.
English vowel sounds which do not have close French equivalents are
systematically replaced by other sounds, as it is showed in Table 1.

2.2. Dropped vowels, syllabification, and word stress

French people pronounce all schwas (unstressed vowels). Native
English speakers tend toward ‘‘r’mind’r’’, but French speakers say ‘‘ree-
ma-een-dair’’. They will pronounce amazes ‘‘ah-may-zez’’, with the final
e fully stressed, unlike native speakers who will gloss over it: ‘‘amaz’s’’.
And the French often emphasize the -ed at the end of a verb, even if
that means adding a syllable: amazed becomes ‘‘ah-may-zed’’.

Short words that native English speakers tend to skim over or
swallow will always be carefully pronounced by French speakers. The
latter will say ‘‘peanoot boo-tair and jelly’’, whereas native English
speakers opt for pean’t butt’r ‘n’ jelly.

Because French has no word stress (all syllables are pronounced
with the same emphasis), French speakers have a hard time with
stressed syllables in English, and will usually pronounce everything at
the same stress, like actually, which becomes ‘‘ahk chew ah lee’’. Or
they might stress the last syllable — particularly in words with more

than two: computer is often said ‘‘com-pu-TAIR’’.

A. K. Swain et al.
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2.3. French-accented consonants

H is always silent in French, so the French will pronounce happy
as ‘‘appy’’. Once in a while, they might make a particular effort,
sually resulting in an overly forceful H sound — even with words
ike hour and honest, in which the H is silent in English. J is likely

to be pronounced ‘‘zh’’ like the G in massage. R will be pronounced 
either as in French or as a tricky sound somewhere between W and L.
Interestingly, if a word starting with a vowel has an R in the middle,
some French speakers will mistakenly add an (overly forceful) English 
H in front of it. For example, arm might be pronounced ‘‘hahrm’’.

TH’s pronunciation will vary, depending on how it is supposed to
be pronounced in English:

• voiced TH [ð] is pronounced Z or DZ: ‘‘this’’ becomes ‘‘zees’’ or
‘‘dzees’’

• unvoiced TH is pronounced S or T: ‘‘thin’’ turns into ‘‘seen’’ or
‘‘teen’’

Letters that should be silent at the beginning and end of words
psychology, lamb) are often pronounced.

. Accent recognition system

.1. Features for detecting accents

Spectrograms are pictorial representation of sound we can use for
peech recognition [11]. The 𝑥-axis represents time in seconds while

the 𝑦-axis represents frequency in Hertz. Different colors represent the
different magnitude of frequency at a particular time. We can think of
the spectrogram as an image. Fig. 1 represents a sample speech single
and its corresponding spectogram. Once the audio file is converted to
an image, the problem reduces to an image classification task. Based on
the number of images, algorithms like Support Vector Machines (SVM),
etc. are used to classify sound, validate the speaker.

3.2. Our proposed framework for detecting accents

We used different Machine Learning and Deep Learning models,
and the first one is a two convolutional layers neural network with 5
different accents as shown in Fig. 2. This neural network is a 2-layer
Convolutional Neural Network: one with 32 filters and a ReLu activa-
tion function, and another one with 64 filters and a ReLu activation
function.

We will focus on this 2-layer CNN for the rest of our work.

4. Results and discussion

4.1. Dataset

Everyone who speaks a language, speaks it with an accent. A
particular accent essentially reflects a person’s linguistic background.
When people listen to someone speak with a different accent from their
own, they notice the difference, and they may even make certain biased
social judgments about the speaker. In this paper, we used the Speech
Accent Archive [16]. It has been established to uniformly exhibit a
large set of speech accents from a variety of language backgrounds. The
distribution of speech signals across the five languages is represented
in Fig. 3. Native and non-native speakers of English all read the same
English paragraph and are carefully recorded.

This dataset allows us to compare the demographic and linguistic
backgrounds of the speakers in order to determine which variables are
key predictors of each accent. The speech accent archive demonstrates
that accents are systematic rather than merely mistaken speech. It
contains 2140 speech samples, each from a different talker reading
the same reading passage. Talkers come from 177 countries and have

214 different native languages. Each talker is speaking in English. The
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Table 2
Average accent classification accuracy across the different languages using various
benchmarking models.

Comparison of SVM and CNNs

Model Overall ACC F1 Macro F1 Micro Hamming Loss

SVM 0.3518 0.33458 0.33458 0.38043
2-layer CNN 0.70652 0.405 0.70652 0.29348
4-layer CNN 0.6529 0.52 0.73913 0.26087

samples were collected by many individuals under the supervision of
Steven H. Weinberger, the most up-to-date version of the archive is
hosted by George Mason University and can be found here: https://
www.kaggle.com/rtatman/speech-accent-archive. [16]

4.2. Accent recognition metric

In order to provide an objective evaluation of the accent recogni-
tion task, we compute the overall accuracy, F1-macro, F1-micro and
hamming loss [17]. These metrics are defined as:

𝐴𝐶𝐶 =
𝑡𝑝 + 𝑡𝑛

(𝑡𝑝 + 𝑓𝑝) + (𝑡𝑛 + 𝑓𝑛)

𝐹1𝑚𝑎𝑐𝑟𝑜 =
1
𝑁

𝑁
∑

𝑖=1
𝐹1𝑖

𝐹1𝑚𝑖𝑐𝑟𝑜 = 2
𝑀𝑖𝑐𝑟𝑜 − 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑀𝑖𝑐𝑟𝑜 − 𝑟𝑒𝑐𝑎𝑙𝑙

Micro-precision + Micro-recall

𝐻𝐿 = 1
𝑁𝐿

𝑁
∑

𝑖=1

𝐿
∑

𝑙=1
𝑌𝑖,𝑙 ⊕𝑋𝑖,𝑙

In the overall accuracy formula, tp, tn, fp, fn stand respectively
or true positive, true negative, false positive and false negative. In
he Hamming loss formula, ⊕ denotes exlusive-or, 𝑋𝑖,𝑙 (𝑌𝑖,𝑙) stands for

boolean that the 𝑖th datum (𝑖th prediction) contains the 𝑙th label
Table 2 demonstrates the evaluation metric obtained via SVM tech-

nique and two variants of CNN model.
With regular machine learning methods as SVM, we obtained low

accuracy of 0.35. As expected, the impact of Deep Learning meth-
ods [14] is quite clear here. We observe from Table 2, that the Convo-
lutional Neural Networks achieves an accuracy of 0.65. However, we
observe that we do not obtain an optimal score if we use too many
layers in our model. Depending upon how large our dataset is, the CNN
architecture is implemented. Adding layers unnecessarily to any CNN
will increase our number of parameters only for the smaller dataset.
It is true for some reasons that on adding more hidden layers, it will
give a better accuracy. That is true for larger datasets, as more layers
with less stride factor will extract more features for the input data. In
CNN, how we play with the architecture is completely dependent on
what our requirement is and how our data is. Increasing unnecessary
parameters will only overfit your network, and that is the reason why
our CNN with 2 layers has better results than with 4.

A macro-average will compute the metric independently for each
class and then take the average (hence treating all classes equally),
whereas a micro-average will aggregate the contributions of all classes
to compute the average metric. In a multi-class classification setup,
micro-average is preferable if we suspect there might be class imbal-
ance issue (i.e. we may have many more examples of one class, as
compared to other classes). Table 2 explains this scenario clearly. We
observe that neural networks show better F1-score values in the context
of multi-class classification. In such situation, Hamming Loss is a good
measure of model performance. The lower the Hamming loss, the better
is the model performance. In our case, Hamming loss ranges from 0.26
till 0.39, which is considered as good results, especially in the context
of 5-class multi-class classification problem.
A. K. Swain et al.
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Fig. 1. Signal and spectrogram of a french accent sample.

Fig. 2. CNN with 2 layers with ReLu activation function.
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Table 3
Multi-class classification metric values using the SVM model.

SVM

Classes ACC AGF AUC GI

English 0.42391 0.21774 0.36781 −0.26437
Arabic 0.71739 0.0 0.5 0.0
French 0.34783 0.51315 0.49171 −0.01658
German 0.92391 0.0 0.5 0.0
Hindi 0.95652 0.0 0.5 −0.01124

Table 4
Multi-class classification metric values using our proposed 2-layer CNN model.
2-layer CNN

Classes ACC AGF AUC GI

English 1.0 1.0 1.0 1.0
Arabic 0.95 0.71 0.74 0.48
French 0.85 0.84 0.84 0.69
German 0.84 0.80 0.80 0.61
Hindi 0.87 0.32 0.53 0.06

4.3. Multi-class accent recognition metric

In this case of multi-class classification, we are considering ACC,
AGF, AUC and GI.

𝐴𝐶𝐶 =
𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑡𝑛 + 𝑡𝑝 + 𝑡𝑛

𝐴𝐺𝐹 = (1 + 𝛽2)
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

(𝛽2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) + 𝑟𝑒𝑐𝑎𝑙𝑙

𝐴𝑈𝐶 =
𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦

2

𝐺𝐼 = 1 −
𝑛
∑

𝑗=1
𝑝2𝑗 = 1

We obtained these results in the confusion matrices with the 2-layer
NN and the SVM method:

Table 3 indicates that the results for Arabic, Hindi and German
ccents are better. This can easily be explained by the size of the
ata sets corresponding to each accent. This is a result that shows
airly well the limit of classical machine learning algorithms. This
imit in the evaluation scores for classical machine learning models
re also observed in the broad areas of network security [18] and
omputer vision [19]. In this specific application of accent recognition,
e observe that an increase in the number of vocal samples do not

ead to an increased accuracy values. This difference is due to the lack
f capacity of the SVM which has difficulty processing information as
omplex as images.

Table 4 indicates that the results are much more harmonized be-
tween the different accents. We still do not have a perfect match
between the size of the dataset and the performance of the model, but
the disparities between accents disappear.

We can observe from Tables 3 and 4 that the classical machine
earning methods are quite ineffective and that the deep learning
ethods stand out clearly in accent recognition; that is why we will
se the 2-layer CNNs as a reference for the rest of the paper. In
ost case, the SVM method is not powerful enough for us to have a

ood accuracy. That can be explained with the results we obtained on
he Gini Index [15]. The values obtained by the index are quite low
negative values are considered quite low positive values), which means
hat in the case of SVM, the spectrograms are similar in nature. Such
VM methods are not selective enough to clearly determine the accent
which is also shown by the AGF values). However, the SVM method
s not totally to be excluded: in the context of the Hindi accent or the
erman accent, the SVM turns out to be more effective than all the
eep learning methods used.

The total computing time is 1 min and 23 s when our proposed

odel is executed on Google Colab using GPU.
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Fig. 3. The distribution of the samples across the five languages in the dataset.

5. Impact of idiosyncrasies on speech spectrograms

We will now study the idiosyncrasies of the French language and
how it impacts the corresponding spectograms of the speech signals.

The spectrogram is a representation allowing to observe the whole
of the decomposition spectral voice and speech on the same graphic
representation. This tool is precise, informative and reliable to analyze
the characteristics of sound production. In a first-cut analysis, we
associate the spectrogram with the temporal pace, the power profile
and segmentation. More extensively, there are a significant number
of indicators, metrics and tools. This includes the fundamental fre-
quency and its derivatives, the alteration of voice and speech, and more
generally the assessment of intelligibility. It is its ability to measure
vocal alteration that will interest us here. We will focus on primarily
two pieces of information given by the spectrogram: amplitude and
frequency in our study.

5.0.1. The un-diphthonged ‘‘y’’
Firstly, we will analyze differences on the spectrograms for the word

‘‘Wednesday’’, where the French speaker is not supposed to use the
‘‘y’’ sound, like it was explained in French-infused Vowels. Here are
the spectrograms of an English speaker and a French speaker of the
sentence ‘‘and we will go meet her Wednesday at the train station’’ in
Fig. 4 and Fig. 5.

We can see, as expected, that at the end of the word (1.3-1.4 for
English and 1.05-1.1 for French), the ‘‘y’’ is almost not even pronounced
by the French speaker, while the English speaker pronounced it clearly.
Indeed, the frequencies used are relatively similar on the whole of the
audio sample, but certain syllables are pressed with a much higher
frequency by a French speaker. Consequently, the corresponding ampli-
tude will be low in magnitude. This explains a clear difference between
the perception of a word between a French speaker and an English
speaker: the non-native will tend to pronounce English less loudly, but
will support certain syllables much more than an English speaker.

5.0.2. Voiced TH [ð] is pronounced Z or DZ
French people tend to say ‘‘zees’’ instead of ‘‘these’’. That is what

we can see in the sentence ‘‘Please call Stella, ask her to bring these
things from the store.’’.

It is quite complicated to delimit the word ‘‘these’’ in this sentence
because it is quite quick, so we will delimit ‘‘bring these’’, as the word
‘‘bring’’ does not represent a major problem for French speakers.

Here, we see that French speakers tend to diminish the importance
of the word ‘‘bring’’ but accentuate the word ‘‘these’’, whereas English
speakers seem to pronounce the sequence ‘‘bring these’’ at the same
A. K. Swain et al.
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Fig. 4. ‘‘Wednesday’’ in English version: 0.8s-1.4s.
Fig. 5. ‘‘Wednesday’’ in French version: 0.7s-1.10s.
Fig. 6. ‘‘Bring these’’ in English version: 2.5s-3s.
Fig. 7. ‘‘Bring these’’ in French version: 2.6s-3.2s.
frequency (see Fig. 6 and Fig. 7). We remark that is why, for French
speakers, the ‘‘th’’ sounds like ‘‘z’’. Indeed, the closest sound to ‘‘th’’
is ‘‘z’’ in the French language, so it is only natural for us to use it.
Nevertheless, we believe the reason why they accentuate it (because
we could just use the sound ‘‘z’’ more discreetly) is because of the
role of words like ‘‘these’’, ‘‘the’’, ‘‘this’’... They are articles, and in the
Analysis of French Phonetic... 419
French language, they tend to accentuate the most important parts of
the sentence, which made this French speaker diminish ‘‘bring’’, and
accentuate ‘‘these’’.

Thus, French speakers idiosyncrasies have a direct impact on audio
samples spectrograms. Then, we can easily understand why these id-
iosyncrasies have a direct impact on the results of deep learning models:
A. K. Swain et al.
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the first reason why we use spectrograms in order to develop Speech 
Recognition Systems is to turn an audio classification problem into an
image classification problem. Then, if the idiosyncrasies of a specific
anguage have that much effect on spectrograms, that means that the
ifferent languages have different spectrograms and this should help
he deep learning models to get a better classification between English 
nd French.

6. Conclusions and future work

In this paper, we have concluded that the classical deep learning
odels are not powerful enough to accurately predict the accent of

n user. Therefore, we decided to study the differences between tonal
nd non-tonal languages, in order to clearly identify the obstacles 
hat prevent us from achieving better results in accent recognition. To
ulfill this purpose, we decided to devote our analysis on the French

accent, which is a non-tonal language. In this paper, we studied the
idiosyncrasies of French speakers: the characteristics of the spoken
French language that have a direct impact on the pronunciation of
English words by French speakers. In addition, we determined the
onsequences these idiosyncrasies have on spectrograms, and conse-
uently on the accuracy of deep learning models. In the future, we
ould like to work further on the subject of French idiosyncrasies, by
uilding a model which determines if an idiosyncrasy is present in an

audio sample or not. This would allow us to more easily determine
he presence of a French accent in an audio sample. Such accurate 

recognition of accents in a speech signal will lead to better automatic
speech recognition systems.
7Analysis of French Phonetic... 420
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Application of Swarm Robotic System in a Dynamic Environment using
Cohort Intelligence

a r t i c l e i n f o 

Keywords:

Cohort Intelligence
Search and Rescue
Swarm Robotics
Metaheuristics
Artificial Intelligence

a b s t r a c t 

The nature inspired Swarm Intelligence has laid the foundation for many eclectic applications. This work considers
a solution to one such application of Search and Rescue operation, based on Cohort Intelligence (CI) methodology
which aims at modelling the behaviour of candidates based on the interaction amongst each other to achieve a
common goal. Every candidate improves its own behaviour by observing all other candidates in the cohort.
This method results in the refinement of the performance of the entire system. The research done so far in this
application using CI is associated with robots deployed in a static alien establishment. However, this assumption
is not suitable in real-life scenarios. In this paper, the obstacle avoidance and path planning of a swarm of robots
was implemented while considering a dynamic alien establishment. The problem of robots occasionally getting
stuck in the non-convex obstacles has also been solved using a perturbation technique. The following test cases
were implemented - No Obstacle Case (NOC), Stationary Obstacles Case (SOC), Single Dynamic Obstacle Case
(SDOC), Multiple Dynamic Obstacles Case with Same Velocity (MDOC-SV) and Multiple Dynamic Obstacles Case
with Different Velocities (MDOC-DV).
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. Introduction

Artificial Intelligence (AI) has been instrumental in almost every sec-
or of human life. Some of the AI driven and benefited fields are Agri-
ulture [8] , Transportation [1] , Healthcare [10] , Manufacturing [14] ,
ilitary Guidance and Surveillance [17] , and many more. Importantly,
obotics is the most significantly affected field so far. For example, As-
istive Intelligent Robotic Wheelchairs [9] , Collaborative Smart Drones
3] , Marine Environment Monitoring [7] , Autonomous Robotic Surgery
2] , Assistive Swarm Robots for Fire-fighters [13] and Robot-assisted Ur-
an Search and Rescue [4] are few of the examples of intelligent robotic
ystems.

This paper considers an application of a robotic system in search
nd rescue operations. Path planning and obstacle avoidance is a ma-
or concern in this domain. Some of the remarkable research done in
his field includes a velocity-based motion planning technique where
ensors were used to avoid collisions with the obstacles [16] , a new al-
orithm based on the Simultaneous Replanning concept was introduced
y Biswas et al. [5] , a Fuzzy Ant Colony Optimization methodology was
roposed [18] that uses ultrasonic transducers for obstacle detection
nd a swarm robotic method for dynamic obstacle avoidance called Self-
rganizing migrating algorithm was developed by Diep et al. [6] . 
r  
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Recently, an application inspired by the role of AI-based robots in
he rescue operations was implemented in Self-organizing Multi-Agent
ooperative Robotic System [15] using the Cohort Intelligence (CI)
ethodology developed by Kulkarni et al. [11] . This implementation

onsidered robots deployed in an alien establishment with obstacle(s).
he robots in the arena try to reach the target by interacting and follow-

ng the behavior of other robots in order to improve their own behavior
nd eventually of the entire cohort. This alien establishment was consid-
red to be of static nature. Whenever the robot encountered any obsta-
le it moved along the boundary of the obstacle. All the obstacles were
f convex nature. However, these assumptions are not close to real-life
cenarios. This paper proposes a more realistic approach to this appli-
ation using the same CI methodology. The path planning and obstacle
voidance of a swarm of robots were implemented while considering a
ynamic environment. The obstacles in the environment can move in a
andom direction with a certain velocity. The robots do not collide with
he obstacle(s), rather they maintain a safe distance with the obstacle(s)
hile moving in the arena. The problem of robots getting stuck in the
onconvex obstacles has also been resolved using a perturbation tech-
ique. Furthermore, this application was implemented with two vari-
tions in the context of candidate following one another, the roulette
heel approach where candidate to be followed is selected based on

oulette wheel selection methodology and the follow median approach
A. Acharya et al.
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Fig. 1. A representation of the arena with robots and obstacles
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here candidate to be followed is selected based on the median proba-
ility to reach the target. [12] . 

The remainder of this paper is structured as follows: Section 2 de-
cribes the mathematical formulation and experimental setup of the
pplication. The validation of this implementation is presented in
ection 3 by solving five test cases: No Obstacle Case (NOC), Stationary
bstacles Case (SOC), Single Dynamic Obstacle Case (SDOC), Multiple
ynamic Obstacles Case with Same Velocity (MDOC-SV) and Multiple
ynamic Obstacles Case with Different Velocities (MDOC-DV). The con-
lusion and a note on future directions are presented in Section 4 of this
aper. 

. CI Framework for Swarm of Robots in Dynamic Environment

This endeavor is based on CI methodology which aims at model-
ng the behavior of the swarm of robots in a dynamic alien establish-
ent. The nature of this approach is collaborative where all robots are

elf-adaptive and inter-dependent amongst one another. They cooperate
ith one another to achieve a common goal. A perturbation technique

s devised to help the robots come out of the non-convex obstacle space.
his resilience results in the refinement of the overall performance of
he system. 

Consider an arena of dimension l × b having robots and dynamic
bstacles moving randomly ( Fig. 1 ). The activity of robots, as well as
he obstacles, is restricted within the limits of the arena. Assume the
arget of the system is a single light source L . The goal of every robot R i 

s to reach the light source L from their initial position without colliding
ith one another as well as with the obstacle(s). Every robot is assumed

o have light and proximity sensors. Step length distance s is the distance
ith which every robot maneuvers in the arena in each iteration. The

ntire system is assumed to be on the same plane. 

n number of robots 
m number of obstacles 
R i i th robot 𝑖 = 1 , … , 𝑛

L i light Intensity of i th robot 𝑖 = 1 , … , 𝑛

d Euclidean distance of i th robot from the light source 𝑖 = 1 , … , 𝑛
i 
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p i probability of i th robot 𝑖 = 1 , … , 𝑛

O j j th obstacle 𝑗 = 1 , … , 𝑚

v j velocity of j th obstacle 𝑗 = 1 , … , 𝑚

s step length distance 

The objective of this proposition is to maximize the light intensity
ensed by each robot as follows, 

𝑎𝑥𝑖𝑚𝑖𝑧𝑒 

𝑛∑
𝑖 =1 

𝐿 𝑖 (1)

According to the inverse square law, L i is inversely proportional to
he square of the distance from the source, 

 𝑖 ∝ 1∕ 
(
𝑑 𝑖 
)2

(2)

The probability of selecting a robot to follow is calculated as follows,

 𝑖 = 𝐿 𝑖 ∕ 
𝑛∑
𝑖 =1 

𝐿 𝑖 (3)

Initially, the configuration (position of robots as well as the obsta-
les, the velocity of obstacles v i and the step length distance s ) is random
nd the maximum number of iterations is k max . 

Step 1: The probability of each robot to reach the light source is cal-
ulated using eq. (3) . In roulette wheel approach, every robot generates
 random number ∈ [0, 1) that decides which robot to follow. Whereas,
n follow median approach every candidate follows the candidate which
as the median probability. 

Step 2: New positions of the robots are generated step length dis-
ance away, in the direction of the robot to be followed. If any robot
ollows itself, the direction of movement is chosen at random. If any ob-
tacle is encountered, the robot moves by keeping a safe distance from
he obstacle. 

Step 3: If any robot gets stuck in the non-convex space of obstacles
or a significant number of iterations, then the robot is perturbed with
ome distance. An illustration of the same is shown in Fig. 2 . Here, R 4 is
erturbed to a new position 𝑅 

′
4 as it was stuck in the non-convex space

reated by obstacles O 2 and O 3 . 
A. Acharya et al.
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Step 4: The steps 1 to 3 are repeated until either the target is reached,
r the maximum number of iterations is reached. The detailed flowchart
f the procedure is presented in Fig. 3 . 

. Numerical experiments and discussions

The algorithm was coded in Python 3.7 on Anaconda 4.8 platform
nd the simulations were run on Windows 10 operating system with
ntel Core i5 2.5 GHz processor speed with 8 GB RAM. The following test
ases were considered: No Obstacle Case (NOC), Stationary Obstacles
ase (SOC), Single Dynamic Obstacle Case (SDOC), Multiple Dynamic
bstacles Case with Same Velocity (MDOC-SV) and Multiple Dynamic
bstacles Case with Different Velocities (MDOC-DV). For the roulette
heel approach as well as the follow median approach, every case was

olved 30 times with 5 different initial configurations for each case. In
very case, 5 robots were located randomly in a 5 × 5 arena. In addition,
very robot maneuvers in the arena with step length (1 step = 0.14
nits). 

The NOC and SOC are illustrated in Fig. 4 (a) and Fig. 4 (b) respec-
ively. The mean total time was observed to be significantly less than
hat of the same cases solved by Roychowdhury et al. [15] . Whenever
 robot senses an obstacle in its path it diverts itself maintaining a safe
istance from the obstacle without colliding with it. While simulating
his case, a certain anomaly was encountered which restricted the move-
ent of a robot due to nonconvex orientation of obstacles. To overcome

his, a perturbation technique was devised which reconfigures its posi-
ion. One such illustration is shown in Fig. 4 (c). Similarly, the SDOC,
DOC-SV and MDOC-DV are illustrated in the Fig. 4 (d), Fig. 4 (e) and

ig. 4 (f) respectively. 
The results of execution of all five cases are presented in Table 1 .

he relative difference shown in Table 1 is used to gauge the perfor-
ance of the robots in each case. It is the absolute difference of the
ean of total traveled distance with respect to the mean of initial dis-

ance of the robots from the light source. As evident in Table 1 , the
xecution time of both the approaches was comparable, however, the
ean of total traveled distance is significantly less in the follow me-
ian approach than in the roulette wheel approach. This is due to the
act that the follow median approach avoids getting stuck in the local
inima and simultaneously improves the solution, while in the roulette
heel selection approach there is some possibility that the robots may
 Fig. 3. Flowchart of the algorithmApplication ofSwarm Robotic System... A. Acharya et al.423



Fig. 4. Graphical representation of various cases by roulette wheel approach
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Table 1

Performance of CI for different cases.

Roulette wheel approach Follow median approach

Cases Config. Mean of
Initial
Distance

Mean of
Total Time
(seconds)

Standard
Deviation of
Time
(seconds)

Mean of
Total
Traveled
Distance

Standard
Deviation of
Traveled
Distance

Relative
Difference
of Traveled
Distance

Mean of
Total Time
(seconds)

Standard
Deviation of
Time
(seconds)

Mean of
Total
Traveled
Distance

Standard
Deviation of
Traveled
Distance

Relative
Difference
of Traveled
Distance

NOC 1 3.42 0.02 0.01 11.58 2.30 2.39 0.02 0.00 5.94 0.00 0.74

2 3.76 0.02 0.01 12.90 2.56 2.43 0.04 0.00 10.32 0.00 1.74

3 3.10 0.01 0.00 6.10 1.28 0.97 0.05 0.00 12.02 0.00 2.88

4 3.47 0.02 0.01 13.10 3.18 2.78 0.04 0.00 9.90 0.00 1.85

5 3.74 0.02 0.01 7.64 0.93 1.04 0.06 0.00 13.29 0.00 2.55

SOC 1 3.43 0.03 0.01 10.13 2.08 1.95 0.02 0.00 5.09 0.00 0.48

2 4.45 0.10 0.03 30.17 8.44 5.78 0.06 0.00 7.49 0.00 0.68

3 4.41 0.05 0.02 16.49 4.19 2.74 0.03 0.00 6.51 0.00 0.48

4 3.25 0.05 0.02 12.47 4.89 2.84 0.03 0.00 5.80 0.00 0.78

5 5.69 0.08 0.03 25.71 6.38 3.52 0.08 0.00 13.29 0.00 1.34

SDOC 1 3.84 0.05 0.03 10.25 3.79 1.67 0.05 0.02 5.94 0.56 0.80

2 2.32 0.03 0.01 6.10 0.69 1.63 0.03 0.01 5.23 0.00 0.34

3 4.04 0.06 0.02 19.08 6.72 3.72 0.04 0.03 5.43 0.33 0.44

4 2.66 0.03 0.01 9.56 2.75 2.59 0.03 0.01 4.50 0.27 0.70

5 4.07 0.02 0.01 15.09 3.67 2.71 0.04 0.01 5.91 0.15 0.43

MDOC-SV 1 3.62 0.04 0.02 9.58 3.81 1.65 0.05 0.02 5.92 0.11 0.53

2 3.87 0.06 0.02 15.96 4.53 3.12 0.06 0.01 6.41 0.48 0.59

3 4.03 0.05 0.02 12.92 3.54 2.21 0.06 0.02 6.74 0.38 0.67

4 2.75 0.06 0.02 8.37 1.84 2.04 0.03 0.00 4.50 0.30 0.64

5 4.29 0.14 0.10 15.55 8.68 2.62 0.05 0.00 6.26 0.07 0.46

MDOC-DV 1 2.88 0.04 0.01 6.42 1.32 1.23 0.15 0.04 70.71 0.00 23.55

2 3.95 0.04 0.04 10.43 5.85 1.64 0.05 0.01 6.15 0.55 0.56

3 3.39 0.06 0.02 9.99 1.67 1.95 0.06 0.01 5.30 0.08 0.56

4 2.81 0.06 0.02 7.52 1.32 1.68 0.27 0.03 70.71 0.00 24.16

5 3.28 0.05 0.03 8.93 3.95 1.72 0.04 0.02 5.16 0.62 0.57
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ollow the worse performing robots. In the roulette wheel approach,
ll robots successfully reached the light source in all configurations,
hereas in two configurations of MDOC-DV using follow median ap-
roach the robots failed to do so. It was observed that, in all the cases,
he standard deviation of time is not significant, hence this system
roves to be adaptive to any initial configuration. There is no devia-
ion of traveled distance for the NOC and SDOC using the follow me-
ian approach as the environment in these cases is of static nature and
ence the robots follow the same median robot for all trials without any
xception. 

. Conclusion and Future Directions

The application of Swarm robotics in Search and Rescue opera-
ion was implemented using CI methodology with two different ap-
roaches: the roulette wheel selection approach and the follow median
pproach. The same application was implemented by Roychowdhury
t al. [15],  considering an ideal scenario of static nature of environ
ent, which is rarely observed. Hence, to make it closer to real-life

cenario, the entire system was considered to be dynamic in nature.
his implementation was successfully validated for following indepen-
ent static test cases like No Obstacle Case (NOC), Stationary Obsta-
les Case (SOC), as well as dynamic test cases like Single Dynamic
bstacle Case (SDOC), Multiple Dynamic Obstacles Case with Same
elocity (MDOC-SV) and Multiple Dynamic Obstacles Case with Dif-

erent Velocities (MDOC-DV). The tests were conducted by arbitrar-
ly positioning the robots and obstacles which can move randomly in
he arena. This implementation was tested on non-convex orientation
f obstacles and a new perturbation technique was devised for the
ame. 

Swarm robotics considered in dynamic nature can have a wide range
f applications. This paper shows the implementation of an application
onsidering a single plane while more complex real-life problems can
lso be solved using this methodology considering the robots and obsta-
les in different planes. Furthermore, this work uses a perturbation tech-
ique to overcome the problem of robots getting stuck in the non-convex
egion formed due to dynamic configuration of obstacles. A better ap-
roach can be designed for this by making use of multiple proximity
ensors on the robots or by making use of computer vision technology.
owever, these approaches may increase the heftiness which needs to
e worked upon. This work can have strong potential in implementing
pplications like assistive swarm-robotics in healthcare, aerial swarm-
obotics and aquatic swarm-robotics. Authors intend to apply this dy-
amic CI approach in such fields. 
Application ofSwarm Robotic System... 426
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us journey simulation to develop public transport predictive algorithms

A R T I C L E I N F O

Keywords:
Public transport
Arrival time prediction
Data simulation
Data quality
Machine learning
Deep learning

A B S T R A C T

Encouraging the use of public transport is essential to combat congestion and pollution in an urban
environment. To achieve this, the reliability of arrival time prediction should be improved as this is one
area of improvement frequently requested by passengers. The development of accurate predictive algorithms
requires good quality data, which is often not available. Here we demonstrate a method to synthesise data
using a reference curve approach derived from very limited real world data without reliable ground truth.
This approach allows the controlled introduction of artefacts and noise to simulate their impact on prediction
accuracy. To illustrate these impacts, a recurrent neural network next-step prediction is used to compare
different scenarios in two different UK cities. The results show that a realistic data synthesis is possible,
allowing for controlled testing of predictive algorithms. It also highlights the importance of reliable data
transmission to gain such data from real world sources. Our main contribution is the demonstration of a
synthetic data generator for public transport data, which can be used to compensate for low data quality. We
further show that this data generator can be used to develop and enhance predictive algorithms in the context
of urban bus networks if high-quality data is limited, by mixing synthetic and real data.

idhanta Kumar Balabantaray, Department of Computer Scinece Engineering , Raajdhani Engineering College, Bhubaneswar, sk.balabantaray111@gmail.com

hinmaya Ranjan Pradhan, Department of Electrical and Electronics Engineering, NM Institute of Engineering & Technology, Bhubaneswar, cr.pradhan23@gmail.com
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1. Introduction

Cities around the world are trying to shift personal traffic to public
transport to reduce congestion and environmental impact. A crucial
part of such a strategy is to make public transport as convenient as
possible. Bus passengers often rely on Real-Time Passenger Information
(RTPI) systems at bus stops, online and in mobile apps. These RTPI
systems can be unreliable [1] which is inconvenient for passengers.
In general, passengers assign different priorities to certain aspects of
public transport. Reliability and safety are considered the two most
important [2].

The importance of making especially buses as attractive as possible
n comparison to private vehicles is highlighted in the historical statis-
ical records. In the UK, 4.8 billion bus trips were made in 2018/19,
ccounting for 58% of all public transport journeys [3]. These journeys
mounted to 27.4 billion km travelled and saved approximately 96
illion tonnes of CO2 [4]. However, since 1985, bus travel has been

teadily decreasing by a total of 0.7 billion journeys. As other public
ransport modes such as trains in most areas cannot be a replacement
or local bus services, this suggests that a larger share of passengers opt
or private vehicles. This is mirrored in the continuous upward trend
f car traffic on British roads [3]. To encourage potential passengers
o use public transport, it is crucial to make it as attractive as possible
o reverse the above trends, ultimately having a positive impact on the

environment as well as congestion levels in urban settings. However,
the mentioned data are pre-pandemic, thus the long-term impact of the
pandemic on public transport cannot currently be anticipated.

Other studies also highlighted the importance of accurate Estimated
Time of Arrival (ETA) predictions to improve customer experience [5].
Many public transport providers have developed mobile apps, which
give ‘live’ positions of vehicles. Passengers can use such technology to
decide when to leave the house to catch a bus without having long wait
times at a bus stop. However, we previously noted the latency of this
information caused by delays of wireless network infrastructure and the
fact that the data in our operational area passes through a number of 3rd

party systems [6]. Therefore, the RTPI system might suggest a vehicle is
further away than it is in reality. This could cause a passenger to miss a
bus and thus unnecessarily inconvenience them. In Bournemouth, one
of the two cities used as an example in this study, the latency of the
internet-based ‘live position’ is approximately 30–40 s. To alleviate this
issue, we have proposed a short-horizon prediction which will be useful
in the further development of ETA and long-term predictions, and in
bringing the ‘live’ locations closer to reality. The commonly deployed
Automatic Vehicle Location (AVL) systems [7], could supply data for
such approaches.

To compare any potential model, the assessment of their perfor-
mance is of crucial importance, this has to be reported in a way
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that allows to replicate and compare the results. However, this is not
possible in all cases as some authors report relative errors [8–10] and 
no consistency in the reported parameters can be distinguished. The
precondition for all machine learning algorithms should be verifiable,
and the RoyalSociety’s report highlights this as a central feature [11].
This has also been recognised in the healthcare sector where guidelines
for the development and reporting of predictive models exist [12].
The difference in standards might be explained because ETA predic-
tions do not affect the health or safety of a passenger and a spurious 
algorithm might at most cause inconvenience rather than physical
harm. However, for an operating company, this might cause a loss of
revenue through a decline in patronage, and the society as a whole 
might be subjected to more congestion that could simply be reduced
by providing accurate ETA predictions. Furthermore, the doctrine of
science is replicability. The reproducibility crisis is most prominently
known from psychological research [13] however due to its notoriety,
it has been actively addressed [14]. It has also been identified as a
problem in ‘harder’ sciences such as biomedicine [15] and also arti-
ficial intelligence [16]. Although results gained from machine learning
techniques might be considered hard evidence, because the final model
is based on mathematical concepts, they often suffer from similar
problems as seen in psychology where the research is often subjective 
to the researcher. The similarities between the two fields are that the
findings cannot usually be explained due to the ‘black box’ effect. The
field of psychology has now started to apply lessons from problems seen
in machine learning research [14]. A suggested way of addressing such 
problems is meta-science that could shed light on the true accuracy
of findings [17]. However, this relies on comparable measurements
of accuracy, which is not found in a large proportion of the public
transport literature. Therefore, comprehensive standards of reporting
are urgently needed in the field of predictive bus transportation re-
search. This as a consequence poses the issue that high-quality data is
required to develop good predictive models. We and other researchers 
have highlighted that data quality issues need to be considered in
the context of public transport research [6,18–20]. Therefore, in this
study we demonstrate a method to synthesis bus journeys based on
limited and low quality data. This allows on the one hand to generate
a hybrid dataset to develop models from. On the other hand it has the 
otential to be used to generate synthetic datasets that can be used

for benchmarking in an attempt to combat the highlighted replicability
issues faced by public transport research.

In our data, a notable lack of quality hampers the development 
of predictive algorithms. The quality issues include the lack of clear
journey identification, linkable to a timetable, artefacts such as gaps 
in recordings, falsely reported line numbers, and direction of travel
(inbound vs. outbound). These quality issues make it impossible to
develop accurate predictive algorithms. Unfortunately, the simplest
solution of recording high-quality historical data is not feasible due
to closed source data collection by 3rd party companies. To address
this issue, this study describes a reference curve-based synthetic data
generator, which bases its assumptions on limited real-world data. This
allows to test algorithms in a controlled environment and enables the
injection of user-defined artefacts into the dataset to test their effect on
prediction quality. We also show that mixing real and synthetic data
improves the prediction accuracy.

2. Background

Methods for ETA prediction can include simple historical averages
or be based on statistical models. However, due to the complexity of the
ETA prediction, machine learning methods have become increasingly
popular [21]. In recent years, artificial Neural Networks (NN) have
revolutionised a number of other domains. Therefore, NNs should be
expected to have similar potential when applied to bus ETA prediction
problems. A comprehensive review specifically investigating NN appli-

cations in public transport [22] found that only 16% (12) addressed j
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ETA of buses, whereas the rest of the studies applied the technique
to other modes of transport. This suggests that the area of bus ETA
prediction using NNs might be underrepresented in the context of
public transport research. This relative absence of NNs to predict bus
ETA is striking as NNs have revolutionised other areas of data science
such as image and speech recognition [23,24].

The challenge of all machine learning approaches is to fine tune
he model parameters, one solution is to use genetic algorithms [25] to
ptimise machine learning algorithms inspired by nature. Several inno-
ative variations have been demonstrated in the recent literature, such
s an algorithm inspired by the mating of red deer populations [26],
r the simplification of parameter search with a simplified metaheuris-
ic [27]. The same authors also demonstrate methods applicable to
upply chain management using the Taguchi method to outperform
onventional genetic algorithms [28] as well as the potential use of
lockchain algorithms in the management of supply chains [29], ad-
itionally they show applications to predict photovoltaic electricity
eneration [30] as well as bioremediation [31].

Nowadays, the majority of buses have onboard AVL systems, which
re equipped with GPS sensors and transmit the location of the bus
t frequent intervals, typically ranging between 20 and 60 s. The
vailability of vehicle locations are the basis for any ETA prediction
nd are accessible through the AVL system and do not necessarily need
ny additional investment in static sensors.

The biggest hurdle in developing machine learning solutions gen-
rally is the difficulty to acquire enough good-quality data to develop
useful algorithm. In some fields, this has led to the use of simulated
ata ranging from medicine [32] to geophysics [33]. Regarding public
ransport journey simulation, the literature is scarce. Some examples
elated to bus data simulation include bus platooning [34] as well as
raffic simulation [35]. However, to the best of our knowledge, no
tudy has investigated the use of simulated data to train a next step
rediction model for urban bus networks. In many areas of machine
earning research, benchmark datasets are common [36]. These allow
esearchers to objectively compare algorithms against each other. This
s missing in the field of urban bus networks. Therefore, the presented
ata generator could allow the generation of a standardised benchmark
ataset that could lay the foundation for further research in public
ransport.

. Real-world data processing

.1. Data collection

Data is accessible via the infrastructure of our collaborators, and two
ritish cities have been selected with the largest number of vehicles
nd access to recorded travel data. AVL data was collected from two
ifferent bus operators from Reading (UK) line 17 and Bournemouth
UK) line 1 (Fig. 1). Each vehicle transmits its position approximately
very 40 s, which is recorded by the company providing the Electronic
icketing Machines (ETMs) with the integrated AVL-system. Due to
ata handling by several independent entities, only a limited amount
f information is transmitted. The available data are:

• Timestamp
• Position (latitude and longitude)
• Line number
• Direction (outbound or inbound)

For the Bournemouth operator, it became apparent that the trans-
itted directions are often incorrect and so are the line numbers when a

ehicle changes its line during an operational run. The data collected in
eading had a better integrity with reliably transmitted direction, thus
implifying the data processing steps. Based on this limited information,
t is not possible to match a vehicle to a timetable corresponding to the
ourney it is currently serving. A journey is a specific trip found in the
S. K. Balabantaray et al.
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Fig. 1. Location of both example cities and the journey shape used for all experiments. The line 1 in Bournemouth is shown yellow and the line 17 in Reading in blue. (For
nterpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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imetable of a bus line, e.g., the outbound 9 AM service 1. In contrast, a
oute pattern (also referred to as ‘shape’) is the route as travelled on the
oad, which can vary slightly for each journey for the same bus service.
n the example of line 1 in Bournemouth, there are several patterns
hich can include different starting points along the route, resulting

n shorter overall journeys or slightly different routes. In both cities,
eliably matching a vehicle directly to a specific route pattern is not
ossible as the unique route pattern identifiers were not accessible to
s. Therefore, one route pattern for each city was arbitrarily selected
nd used to generate synthetic data, which is an acceptable approach
s in the selected cities the differences between patterns are negligible.

.2. Identifying route sections for filtering

The bus route used in Bournemouth is line 1, starting in the town
entre towards Christchurch (Fig. 1). The complete route shape in-
ludes longer journeys and therefore needs to be truncated. In the
econd example of Reading line 17 was used, which can have up to
0 different route patterns per direction with different runtimes and
inor variations in route shapes (Fig. 1). Additionally, a complicating

actor is that the route follows a one-way system in the city centre,
eaning that the routes are different depending on the served direction.
herefore, a two-pronged approach was used. To initially filter journeys
hat were too far away from the shape, all available shapes for both
irections were combined to a template shape. Any journey outside a
adius of 3 𝑥 the mean distance to the template shape was excluded. The
inal filtering with the ability to enforce the direction was done using
n arbitrarily selected route pattern from the many different patterns
vailable for each line covering the entire length of the route. In the
ase of Reading these route patterns are mostly identical, however, in
ournemouth the patterns can be very different. We have described
hese issues previously [6].

.3. Identification of individual journeys

Due to the lack of explicit journey identification, a heuristic ap-
roach was used to separate individual journeys that will then be used
s a basis to generate synthetic data.
Bournemouth operator does not reliably transmit the direction a

ehicle currently serves. However, an observation made was that at
he end of a journey vehicles stopped transmitting data for a short
eriod of time. Thus, once it reappears in the data stream, a gap in
he timestamps can be detected. A new journey was defined as a time
 t
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ap of more than 15 min. If such a gap is detected, it is assumed a new
ourney has started.
Reading operator reliably reports the direction of travel, making

he identification of an individual journey easier. Furthermore, vehicles
end to serve the same line and do not change lines between runs, by
electing a single direction, large gaps in transmission timestamps can
e observed, making the separation of journeys accurate.

.4. Trajectory generation

It is assumed that the vehicles follow the identified outbound jour-
ey shape. This allows us to represent a journey as a trajectory which
s the distance travelled along the route shape. Using such a trajectory,
journey can be represented in two dimensions based on the distance

ravelled and the run time from the start of the journey.

.5. Additional processing steps

To ensure a clean dataset, repetitions at the start where the vehicle
id not move further than 10 m were removed and a journey is assumed
o start once the vehicle has moved further than this threshold. The
ourney was presumed to have ended as soon as it had reached its
aximum trajectory.

. Synthetic data generation

The data generation process uses a heuristic data-based approach to
enerate synthetic journeys. This process is broken down into several
ub steps:

• The interpolation of the route shape as the reported points are
not evenly distributed along the route.

• The identification of the normal run time for a journey is based
on historical data, which also allows the identification of delays.

• The probability-based simulation of the delays.

The above steps are described in detail in the following subsections.

.1. Interpolating the journey based on the route shape

A synthetic journey is generated based on future timetables. To
void all vehicles starting at the same point, a time offset is added to
he start time of the timetable, which is a random number between 0
S. K. Balabantaray et al.
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and 40 s (the transmission interval). This is added to the scheduled 
tart time. The distance that should be offset is then calculated by
ultiplying the offset by the average speed observed in the real world
ata 8 m/s (30 km/h). The timestamps are then interpolated to a user-
efined interval — 40 s in the presented example. Calculating the 

time difference between two subsequent stops on the route segment 
gives the overall runtime. This can be divided by the transmission 
frequency of 40 s to give the number of transmissions expected on
this route section. By assuming the vehicle travels at a constant speed,
the progress along the shape can be estimated and the coordinates
of the shape at the transmission points can be extracted. However,
the coordinates of the reference journey pattern are not equidistant;
the distances between consecutive reported locations vary between
6 m and 100 m. Therefore, interpolation solely based on the shape
would give very different speeds depending on the road shape. This
is avoided by generating an interpolation based on the distance along
the route. The closest calculated distance of the shape coordinates is
used to calculate the difference between the interpolation coordinate
and the shape coordinate. If this distance is greater than 5 m, the two
neighbouring points on the shape are used to interpolate the positions
between these two coordinates to make the data more realistic. This
does not account for variations in the speed or the curvature of the
earth, but as the distance is at most 100 m, it is a reasonable omittance.
Additionally, it appears that wider gaps are found on straight road
sections and the frequency increases in meandering sections, making
the proposed approach a good compromise.

4.2. The problem of determining delays

As arrival times at bus stops are not recorded, it cannot be de-
termined whether a vehicle was running on time or was delayed. An
additional difficulty is that the journey times vary and depend on the 
time of the day and weekdays. This variation in timetabled runtime
compensates for the expected traffic status. TomTom, a location tech-
nology company, records congestion characteristics for different cities
based on consumer GPS data. The data for Bournemouth indicates the
percentage of delay that needs to be added to a journey at a certain time
of day. The maximum in Bournemouth is on a Wednesday afternoon
with an expected 71% increase in travel time (pre-pandemic) [37].

Most times of the day, the timetable overestimates the travel time
compared to the expected time based on TomTom’s data. However, it 
needs to be kept in mind that the vehicles travel between Bournemouth
and Christchurch and the data only accounts for Bournemouth. Fur-
thermore, stops to let passengers board or debark are not considered in 
the TomTom dataset. This means the timetable accounts for expected
variations in traffic conditions and thus cannot be used to simulate
vehicle delays.

Another avenue explored was the use of Google services to predict
delays based on consumer data, which was not possible as buses travel
in bus lanes, making the route very different from a prediction based
on Google Maps.

4.2.1. Probability based simulation of delays
By assessing all journeys within the real-world dataset by weekday

and hours of day, a reference trajectory can be derived. This refer-
ence trajectory is simply the mean trajectory of all observed journeys
(Fig. 2(a)). As a result, the outliers are removed and the reference 
curve represents the baseline of a ‘normal’ journey (Figs. 2(b) and 
2(c)). This allows to calculate the probability that a journey will be
delayed or early for every time of each week day. Reference curves 
were generated using a centred moving 3 h window except for the
first and last hour where a truncated window was used. This gives the
advantage that the time dependency of delays is simulated, meaning 
that a vehicle following a delayed bus will most likely also be delayed,
thus approximating the delay propagation along a single line.
Bus Journey Simulation... 430
4.2.2. Journey generation
To generate a journey, the timetables of one week are queried and

used as a template. The reason for this approach is that although the
timetables for Bournemouth are available until the end of the current
calendar year, this is not the case in Reading where only one week is
available. As the timetable normally does not drastically change within
the same year, this is a justifiable approach. Subsequently, the reference
curve queried and the following relevant data points are extracted:

• The mean reference trajectory.
• The standard deviation as well as 95% confidence intervals.
• The probabilities of delayed or early arrival with respect to the

reference curve (Fig. 2).

4.2.3. Delays
Based on the reference curve, the probability of a journey being

delayed or early can be calculated. Whether a journey is delayed is
decided by sampling from a normal distribution for each entry of
the reference table, a random number r is generated and stored in
a probability list {𝑟𝑜...𝑟𝑛}. These parameters double as a modification
parameter to generate the delay or time gain. To remove variations of
the list of probabilities, a Savitzky–Golay filter is applied with a window
of 7 and a polynomial order of 3. A decision whether a vehicle will be
on time, early or delayed is made based on the smoothed probability
list. A vehicle will arrive early if 𝑟 < 𝑝𝑒𝑎𝑟𝑙𝑦. If 𝑝𝑒𝑎𝑟𝑙𝑦 < 𝑟 < 𝑝𝑒𝑎𝑟𝑙𝑦 + 𝑝𝑑𝑒𝑙𝑎𝑦𝑒𝑑
vehicle is delayed. If neither of the conditions is true, the vehicle is
assumed to be on time. To simulate the variations in time gained, the
initially expected runtime 𝑡 of the reference curve is calculated as well
as the difference of the last position of the reference curve 𝛾. The ratio
of expected variation is calculated based on the confidence interval of
the reference curve 𝜈. Thus, the progress along the trajectory under the
influence of a time gain can be calculated as follows:

𝜈 = (𝜎𝑖∕𝛾𝑖) ∗ (𝑅 = {1
0)

𝑃 = 𝑃𝑖−1 + 𝑡 − (𝑡 × ((0.9 × 𝜈) × 1.25))

Where: 𝜈=volatility, 𝛾=reference, 𝑃=position, 𝑡 =expected time at position
If the next position will be delayed, a random modification factor m

is generated by sampling from a beta continuous random distribution
(𝛼=1, 𝛽=2). This tailed distribution was chosen as it makes large
reductions in delay less likely and a vehicle will in most circumstances
make up no or very little time. The delay volatility is defined as the
ratio of the reference curve standard deviation to the reference curve
itself multiplied by m. Additionally, the delay of the previous step
𝑑𝑖−1 is calculated and subtracted from the current delay to prevent an
exponential increase in delay. To account for random major changes
outside the ‘norm’ of delay or time gains observed in the real data,
GPS noise is generated using a uniformly sampled random number R
which also acts as a weight of the additional delay. Thus, a position
with simulated noise can be described as:

𝜂 = 𝜈 × (𝑅 = {1
0 + 1)

𝑃 = 𝑃𝑖−1 + (𝑡 + [(𝜈 × 𝑚) − 𝑑𝑖−1 ± 𝜂])

Where: 𝜂= noise to be added, 𝜈=volatility, 𝑃=position, 𝑡 =expected time at
next position

If the bus is most likely on time, the probability 𝑝 of it being on
ime is used to generate an adjustment towards the reference curve as
ollows:

= [𝑃𝑖−1 + 𝑡] − [𝑝 × 𝑡]

Where: 𝑃=position, 𝑝 = probability a vehicle is on time 𝑡 =expected time at
next position

The generated trajectory is then interpolated to give positions in
time intervals of 40 s consistent with the transmission rates of the

recorded data.

S. K. Balabantaray et al.
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Fig. 2. (a) The historical trajectories of a one day block in Bournemouth (Tuesday 9–12 am). (b) The relative difference from the reference curve along the trajectory. Journeys
delayed at more than 60% of the positions are highlighted in red. (c) Probability of travelling early or late on the trajectory. The discrepancy in the sum of the two conditions
represents the fraction of vehicles that arrive on time. (c) The average time difference to the reference curve with the uncertainty highlighted. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)
4.3. Injection of artefacts

The original data is affected by artefacts caused by the behaviour
of vehicles as well as data collection issues. Three noteworthy artefacts
have been incorporated into the simulation of the synthetic data and
are described below.

4.3.1. Injection of GPS noise
GPS recordings are affected by noise which can depend on the

surrounding environment, such as high-rise buildings. In the cities used
in this study, buildings tend to be low and thus effects due to reflection
of the GPS signal are unlikely and have not been observed. To simulate
the inaccuracies of the GPS recording, random noise sampled from a
normal distribution (mean=0, 𝜎=7) is added to latitude and longitude.

.3.2. Injection of repeated locations
Due to operational reasons, journeys have scheduled buffers to

llow vehicles to catch up with the timetable. This means that the
ehicle often repeatedly transmits the same location at the start or end
f a journey. At the journey start, 83% of the journeys have repeated
ocations, whereas end-repetitions are seen in 67% of journeys. The
umber of repeats varies depending on how long a vehicle is stationary.
skew-normal distribution [38] was fitted to both the start and end

epetitions and this reference distribution is used to sample the number
f repeats at either end of the journey. This artefact is optional and
atasets with as well as without have been generated as in theory it
s possible to gather journey data only for the journey itself without
uffer times at either end.

.3.3. Geofencing artefacts
The original data collected contained characteristic circular pat-

erns. We empirically demonstrated previously [6] that the origin of
uch characteristic artefacts are the geofencing methods used by some
VL-systems to determine if a vehicle has arrived at a bus stop [6].
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Unless the bus has been very close to the stop, the AVL-system ‘snaps’
the real position of the vehicle to a circular geofencing boundary with a
radius of 10 m. As this is an unusual artefact, it is generated optionally.

4.4. Data generation

For both cities, datasets were generated for 145 days and for three
different conditions:

• a journey only with GPS noise,
• a journey with GPS noise and circular artefacts,
• a journey with GPS noise, and start and end repeats.

Additionally, a hybrid dataset was generated for the city of Reading
containing 5000 journeys, of which 50% were synthetically generated
and the remaining half were taken from the original dataset.

5. Prediction methods

5.1. Benchmarks

Two naïve benchmark algorithms were used to compare all models
against.

Average speed: This method uses the average speed of a vehicle
since the start of its current journey. Thus, it does not reflect any short-
term speed variation. The calculated speed is used to interpolate the
position of the vehicle from the trajectory of its journey pattern for the
next 40 s.

Current speed: This method uses the last three transmitted po-
sitions of a vehicle to calculate its current average speed, hence ac-
counting for temporary speed variations. The prediction is made by

interpolating the position for the next 40 s from the journey trajectory.

S. K. Balabantaray et al.
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5.2. Target representation

The target was represented as a trajectory, by projecting the coordi-
nates onto the route pattern of a journey. This ensures that inaccuracies
locating a vehicle off-route are removed. In practice, this method 
predicts a number representing the progress along the trajectory with a
max of 1, which is the final destination. To illustrate the performance 
of the model, the trajectory can be decoded into coordinates to allow
the calculation of a Haversine distance between the predicted and
ctual location, which is more intuitive than a loss based on the

trajectory. Two variations of this target representation were used: a. 
he unconstrained progress along the trajectory, which could lead to a
ehicle appearing to move backwards, b. the distance travelled in the 
ext time interval added to the last known position, which enforces a
orward prediction.

.3. Input features

The features included were: coordinates normalised to a bounding
ox representing the operational area of the bus company, the time 
elta between consecutive recordings, the elapsed time from the start
f the journey, and time embeddings as described below. The input 
eatures were min–max normalised.

.4. Handling of time

The time information was split into its components to make it 
ossible for the algorithms to learn periodic patterns. To achieve this,
he timestamp was translated into the minute of the day, the hour of the
ay, and day of the week. These were embedded in a multidimensional 
pace as detailed in the architecture description 5.6.

.5. Input windows

A moving window was applied to each journey. The window size
as a minimum of 10 data points growing by one time step at a time 
ntil the end of the journey. This ensures a realistic simulation of the
rogress of a journey as would be observed in a real world application.

.6. Architecture

Two neural networks were used with identical architecture except
or the Recurrent Neural Network (RNN) module [39], which was
ither a Gated Recurrent Unit (GRU) [40] or a Long Short Term 
emory (LSTM) network [41]. The time embeddings were learned by 

he network in a multidimensional space. The dimensions were chosen
s half of the possible number of values for each embedded variable. As 
n example, the hour of the day was embedded in 12 dimensions as the
aximum number of hours is 24. These embeddings with a total of 52 
imensions were fed into a linear layer to reduce their dimensions back
o the original number of time-based features. The output of the linear
ayer was concatenated with the remaining input features and fed into 
ither a GRU or LSTM layer followed sequentially by a 1D batchnorm, a 

linear layer, a leaky ReLU, a second batchnorm and a final linear layer. 
To ensure the outputs were bounded, a sigmoid function was applied.

5.7. Hyper-parameters

To allow for direct comparison between the models, all training 
hyper-parameters were kept constant between the two cities. It is
appreciated that this might not always yield the best performance but
will illustrate the influence of the modifications made on the perfor-
mance. The variables used were chosen through empirical exploration
following the recommendations described by [42]. Each model was 
trained for 50 epochs using the one-cycle policy [42] with a maximum
learning rate of 10−1 (Bournemouth) and 10−2 (Reading). As a loss 
function, the mean average error (MAE) was used.
 j
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6. Results and discussion

It is crucial to compare predictive algorithms using several different
metrics to ensure a balanced interpretation of the results. Furthermore,
it has to be kept in mind that in the presented example the two cities
are considerably different. The most striking difference is the practice
regarding journey shapes. The idea behind a journey shape is that
it gives the exact route along the road of a certain journey. This,
however, is handled differently by the bus operators. In the example of
Reading each journey has an individual shape amounting to 90 shapes
a day. These are mostly very similar or identical. In the example of
Bournemouth fewer shapes are used, however, the shapes are signif-
icantly different in length as well as route, highlighting the need for
standardisation of public transport data. As a result, only a subset of
the journeys in Bournemouth are similar enough to be simulated in one
approach, thus this dataset contains fewer journeys than the dataset
generated for Reading (17,115 vs 7839 journeys). These differences
have to be kept in mind and are crucial for the interpretation of the
results. The median accuracies for mean speed benchmarks in Reading
are lower in all datasets compared to the current speed benchmark and
are shown in Fig. 3. The current speed benchmark for Bournemouth is
comparable to the average speed benchmark. In the example of Reading
this is not the case and the current speed benchmark suffers from higher
prediction errors compared to the average speed benchmark (Fig. 3). An
explanation could be that vehicles in Reading are more likely to stop for
rief periods, which is reflected in a 13% increase of standard deviation
f the travelling speed compared to Bournemouth. Interestingly, the
istogram for the Reading benchmarks shows a peak around 80 m for
he dataset with repeated start and ends (Fig. 4). This is explained
y the benchmarking method, which uses the last three positions to
stimate the average speed. Thus, a vehicle’s speed can change from
tationary to moving within 120 s or vice versa. Considering this time
rame, 80 m/120 s corresponds to an average speed of 24 km/h, which
s a realistic prediction for an urban bus network and in accordance
ith the estimated speed from the mean speed benchmark (Figs. 3 &
)).

.1. Perfect journeys

The first set of experiments shows the ‘perfect’ synthetic jour-
ey. These are generated without any of the discussed artefacts and
herefore, should represent the simplest prediction problem. Poor per-
ormance of both architectures can be observed in the Bournemouth
ataset. Both architectures perform virtually identical with a mean
rror of 63.8 m (𝜎=55 m) (Fig. 5(a)). This is an accuracy comparable
o the benchmarks (current speed: 64.2 m, mean speed: 62.1 m). This
nderwhelming performance could be explained by the smaller dataset
ompared to the Reading data, however, a more likely explanation is
he variability of the journey shape and routes in Bournemouth, which
aturally results in less realistic synthetic data. As a consequence,
t is difficult to identify individual journeys from the original data.
urthermore, the data generation suffers from the fact that the vehicles
o not follow a consistent route, which would be expected to cause
nrealistic synthetic journeys. In contrast, the prediction for Reading
erforms well with a mean error of 41.5 m (𝜎=46.5) and 47.5 m
𝜎=47.2) for the GRU and LSTM respectively (Fig. 5(a)). Both models
ignificantly improve on the error compared to the benchmark (current
peed: 68 m, mean speed 50.7 m). As mentioned previously, this dataset
ontains more journeys per day, however, the most likely explanation
f this performance improvement can be attributed to the uniform

ourney shape, which will reduce errors in the data generation.
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Fig. 3. Boxplot illustrating the prediction errors of the two nïve benchmark algorithms for both cities.
Fig. 4. Boxplot illustrating the prediction errors of the two nïve benchmark algorithms for both cities.
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6.2. Ticketing machine artefacts

The introduction of the characteristic circular artefacts into the
dataset would be expected to make any prediction more difficult. This
is indeed observed in the predictions for Bournemouth. The average
GRU performance was reduced by 2.5 m compared to the artefact free
journeys. Notably, the performance of the LSTM did not significantly
decrease and remained at 63.9 m (Fig. 5(a)). Similar findings were
observed in Reading where the mean error of the GRU increased by
5 m. Interestingly, the mean error of the LSTM decreased by 2 m.

6.3. Repeats at start and end

The introduction of repeats at the start and end of the journey
did have a strong impact on the prediction performance. The mean
prediction error in Bournemouth increased by 5 m and 2 m for the
GRU and LSTM, respectively. In Reading, the GRU prediction worsened
drastically by 24 m, whereas the LSTM was not affected and remained
at 47.8 m (Fig. 5). This is an intuitive response of the LSTM which,
due to its ability to forget irrelevant information, is able to focus on
the data relevant for the next step prediction.

6.4. Using hybrid data to improve predictions

The described hybrid dataset was used to demonstrate a possible ap-
plication. As an intuition, it was assumed that the addition of synthetic
data, which are cleaner and not affected by uncontrollable artefacts,
should improve the overall prediction. When using an unconstrained
prediction along the trajectory, this however is not observed and a
model trained on purely synthetic or hybrid data performs worse
on inference on real data (Fig. 5). This, however, is not the case if
the prediction is forced forward as described in Section 4.4. If the
prediction space is limited, an improvement in the inference accuracy
of networks trained on both the real world dataset can be observed both
in the purely synthetic and the hybrid dataset. The largest improvement
can be observed if hybrid data were used for training (Fig. 5(b)).
 n

Bus Journey Simulation... 433
6.5. Discussion of results

The results of this study show that the addition of synthetic data
can improve predictive algorithms, which suffer from data quality
issues. The use of synthetic data is used in many settings [43], such
as healthcare settings to preserve privacy [44] but is also used in the
assessment of algorithms such as feature selection methods where the
control of features is important [45]. Some authors have also used
synthetic data to estimate the upper theoretical limits of predictive
algorithms [46]. The generation of hybrid datasets consisting of both
real and synthetic data is less common, but examples such as from
computer vision exist [47] or for classification problems with heavily
unbalanced data [48]. Furthermore, some studies used synthetic data
to augment small datasets, for example to improve pandemic datasets
and the associated machine learning models [49]. Examples from the
field of public transport are rare and mostly focus on optimisation of
transport networks and specifically bus routes to minimise delays [50–
2]. However, in general, a knowledge gap appears to prevent the
ombination of simulated data with machine learning algorithms [53],
hich could be beneficial to improve many areas especially in public

ransport research. This study demonstrates the use of such hybrid
atasets to improve prediction quality. Furthermore, it highlights the
ack of framework previously noted by us [54]. A prediction accuracy
omparison with the wider literature for this study is not possible as
imilar research aims to solve different problems. The reason for this is
hat the research focus regarding short horizon predictions are focused
n time frames of >5 min [55,56] or are defined as a distance rather
han a time horizon [57]. Shorter prediction horizons are found in
he literature but are aimed at predicting different metrics such as
peed [58] or the elimination of bus-bunching [59]. As there are, to
he author’s knowledge, no examples in the literature predicting the
osition of urban buses in an ultrashort prediction horizon, a compar-
son with other studies cannot be drawn. Additionally, this study does
ot claim predictive superiority but demonstrates that the use of hybrid
S. K. Balabantaray et al.
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Fig. 5. (a) Boxplots for both cities and for each of the dataset and network architecture combinations. It is apparent that the performance in Reading is considerably better and
the expected deterioration with the introduction of artefact can be observed. (b) top: Boxplots showing the error ranges in meters for the unconstrained networks the grey boxes
show a network trained on real data as reference. The red boxes show the error of the holdout portion of the synthetic or hybrid dataset the orange boxes show the inference
errors on the real dataset. (b) bottom: Boxplots showing the error ranges in meters for the forced forward networks the grey boxes show a network trained on real data as
reference. The dark blue boxes show the error of the holdout portion of the synthetic or hybrid dataset the light blue boxes show the inference errors on the real dataset. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
data can improve prediction accuracy. This knowledge will be of value
to public transport researchers and can be applied to any prediction
problem as well as to any model architecture to push the limits of the
available data.

7. Conclusion

The importance of making public transport as convenient as possible
is self-evident and could help increase passenger numbers and reduce
urban congestion and pollution. Reliable predictions of current vehicle
position and arrival times play a crucial part in this endeavour. How-
ever, this is being inhibited by the lack of reliable data, making any
such algorithm development difficult.

Therefore, the described method of generating realistic journeys
builds a bridge between the low quality recordable data and the real
world. As a result, it is a platform to develop algorithms in a simulated
and controlled environment, which can later be deployed in a real
world scenario. Additionally, this platform allows simulation of user-
specified artefacts as demonstrated by the repetition of positions or
geofencing based disturbances. This study has highlighted several areas
of improvement for urban bus network data to allow the development
of reliable predictive solutions. The most striking observation was that
any RNN based predictions in Bournemouth barely outperformed the
naïve benchmark. This is due to the varied route shapes and lengths
of the same bus line, making generalisation unfeasible. Thus, it can
be recommended from a managerial as well as software development
point of view that either route shapes should be standardised between
the lines or that the lines are subdivided based on their route shapes.
This will greatly improve the potential of the data collected and the
development of data-based software solutions.
Bus Journey Simulation... 434
The second observation was that the prediction performance can be
improved if the data is as clean as possible. This means that technology
providers need to collaborate to ensure the best possible outcome for
public transport as a whole. Although geofencing methods to determine
the arrival at a stop are useful, the produced artefacts of some systems
do have a negative impact on the tested predictive algorithms. Further-
more, an indication whether a vehicle has started or ended a journey
will help in the overall prediction accuracy. The differences between
the two example cities highlight the need for a national standard if
accurate predictions are desired, universally preventing the need to
develop a predictive system from the ground up for each city and
operational line. This would be a big step forward to an implementation
of mobility as a service and would benefit all public transport operators.

The limitations of this study are that the ground truth can only be
approximated due to the lack of high-quality data. This, however, is
also the driving force behind the demonstrated approach to further ad-
vance this research and any other research relying on public transport
data, the following key points should be considered for future research:

• Develop a standardised framework to transmit and record public
transport data.

• Standardise the use of route patterns to ensure they can be used
for data driven applications.

• Develop a benchmarking framework specifically for predictive
algorithms in urban bus networks.

In the meantime, until such standardisations become reality, our
data generation method described here is a good approximation of

reality and a useful tool in simulating effects on urban bus networks.

S. K. Balabantaray et al.
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Decision support system for dementia patients using intuitionistic fuzzy
similarity measure

a r t i c l e i n f o 
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Fuzzy similarity measure
Intuitionistic fuzzy similarity measure
Efficiency

a b s t r a c t 

Similarity measure confirms the proximity of two objects to each other. This concept can be applied as fuzzy or
intuitionistic fuzzy. There are lots of fuzzy similarity measures which had been extended to intuitionistic fuzzy
similarity measure, with application in different domain. There is need to investigate these methods based on their
application for further modification. Thus, the aim of this research is to modify existing fuzzy and intuitionistic
fuzzy similarity measures, and apply it to cognitive domain for better performance.

Existing intuitionistic fuzzy similarity methods were extended and modified. These research showed that the
existing methods had been applied to various domains, and researchers had improved and extended most fuzzy
similarity measure to intuitionistic fuzzy similarity measure for optimal performance. Experiment showed that
the proposed methods gives higher similarity value and lower processing time.
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. Introduction

Similarity is such that if all substrings from one argument of com-
arison are found in the other, the final similarity degree is evaluated as

1 ′ which is interpreted as the identity of the two strings [19] . It plays
 great role in problem solving including real life problems. Similarity
easure is a scientific measure for determining the degree of similarity

etween two objects. In the same way distance measure is an important
ool which describes the difference between two sets, and it is consid-
red as a dual concept of similarity measure. Several approaches had
een scientifically opined for evaluating similarity measure These mea-
ures are as many as the broad significance and applicability of simi-
arity measure, whose suitability depends on the application areas like
attern recognition, hierarchical cluster analysis, approximate analog-
cal reasoning, rule matching in fuzzy control, neural networks, query
rocessing with different fuzzy semantics. Similarity measures are based
n set operations like union, intersection, maximum difference, symmet-
ic difference etc. Similarity measure may not be effective in some cases,
specially where classification is paramount. 

Sets represents elements or group of elements that has common prop-
rties [22] . A set is a tool that can be used to model real life problems.
et can be represented in various forms like crisp set, fuzzy set, and in-
uitionistic fuzzy set among others. A crisp set evaluates to either 0 or
. It does not depict the degree of membership. Fuzzy set is preferred
o crisp set because it represents how human mind perceives and ma-
Decision Support System... 437
ipulates information. Human mind process hedges like weak, moder-
te, strong, good, very good, tall, very tall, brilliant, more brilliant to
ention but few. These hedges are modelled as linguistic property, for

nstance type-1 linguistic fuzzy set gives overlapping partition which
eads from one set to another such as small, medium and big. Fuzzy
onsiders only membership function, to improve this it is extended to
ntuitionistic fuzzy set which considers membership and vagueness of a
et with respect to the universal set. Intuitionistic fuzzy sets make de-
criptions of the objective world become more realistic, practical, accu-
ate and promising. It has diverse application to fields like data process-
ng, identification of functional dependency relationship between con-
epts in data mining systems, approximate reasoning, pattern recogni-
ion, decision making, medical diagnosis, logic programming, sale anal-
sis and new product marketing. Other diverse application include fi-
ancial services, negotiation process, psychological investigations, ma-
hine learning, image processing, fuzzy risk analysis, fault tree analysis
tc. 

Measures of similarity between sets is an important tool for decision
aking, pattern recognition, machine learning etc. [33] . Intuitionistic

uzzy set similarity measure entails comparing the information carried
y intuitionistic fuzzy set. Many similarity measures had been proposed
n this context but a few of them comes from the well-known distance
easures. Intuitionistic fuzzy similarity measure bridges the gap of

imilarity measures by classifying data based on linguistic variable
uintuple. 
D. K. Sahoo et al.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.socl.2020.100005&domain=pdf
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An area of psychology popularly known as cognition is an area that
eeds more attention, due to its relevance to keeping track of working
emory capacity. Anagram and word cognition are not exempted in this

ontext. It has to do with evaluating user’s response to anagram or word
crabble task. Application of intuitionistic fuzzy set to this area is not
ommon. Application of intuitionistic fuzzy similarity measure on ana-
ram or word permutation would permit to test patient’s sick situation.
t would detect weather patient’s response is okay or otherwise. The
se of ply card for scrambling and unscrambling cards moved to storing
et of words of a user’s register in the database such that words are pre-
ented to users in scrambled form on the computer screen, users supplies
he correct anagram. Researches had applied methods like brute-force,
orting, neighbourhood frequency i.e. the use of histogram or counting
or verifying if supplied anagram or word are correct or not. 

Thus, previous researches that modelled anagram cognition using
risp set, stated the membership or non-membership of word supplied
y user without specifying the degree of membership. Previous model
nalysed anagram with respect to character entailment, whereby syl-
abic complexity is left out. This research seeks this further to model
his problem using intuitionistic fuzzy set, which can depict the mem-
ership degree of words supplied, and also putting into consideration
he vagueness of the anagram or word. The degree of membership would
hus be based on type-1 linguistic fuzzy terms. Other characteristics such
s character length, character entailment and syllabic complexity were
sed as characteristic variable to model anagram or word cognition.
he degree of membership is measured by intuitionistic fuzzy similarity
easure. The aim of this research is to test the estimated values of com-
on existing similarity and distance measures in psychology domain,

pecifically cognition assessment, and come up with accurate similarity
r distance measures of high values for the context. 

. Literature review

.1. Similarity measures and applications 

Similarity and distance functions are inter-related and recent re-
earches have combined them to improve the performances of string
rocessing for different applications [20].  Distance measures represen
imilarity measure as the proximity of observations to one another
cross the variable in cross variant. Distance measure is a measure of
issimilarity for continuous variables, where a larger value denotes less
imilarity, and is converted into a similarity measure by using an in-
erse relationship. The distance measure best represent the concept of
roximity. It focuses on the magnitude of the values and portray similar
ases of the objects that are closer together as the characteristics mea-
ured by metric variables are used, distance measure is the best method
o assess similarity in clusters [5].  

Shun Li and Jin Wen used pattern matching method to locate periods
f operation from a historical data set. This was achieved by calculat-
ng the degree of similarity between historical data window and current
napshot data in order to locate periods of historical operation that are
imilar to current operating conditions. This enhanced the fault detec-
ion strategy [40] . 

An empirical study was done to reveal the behaviour of similarity
easures when dealing with high dimensional data sets. A technical

rame work was proposed to analyse, compare and bench mark the in-
uence of different similarity measures on the result of distance based
lustering algorithm. The relevance of this is to be able to identify suit-
ble distance measures for data sets, and also facilitate a comparison
nd evaluation of newly proposed similarity or distance measures with
raditional ones. 

Aahul B. Diwate et al. did a systemic review on pattern matching.
hey stated that pattern matching concept was used in applications like:
arser, spam filters, digital libraries, computational molecular biology,
atural language processing, word processors [1] . 
Decision Support System... 438
Adio Akinwale and Adam Newiadomski explored the grammatical
roperties of generalized n-gram matching technique of similarity mea-
ures to find exact text in electronic computer applications. The au-
hors proposed new similarity measures of improved generalized n-gram
atching, which were tested and found to be universal. It was useful in
ords that could be derived from the word list as a group, and retrieve

elevant medical terms from data base. One of the methods achieved
est correlation of values for the evaluation of subjective examination.
he authors proposed best similarity measures for closeness measure-
ent of a particular domain [3] . 

Grigori, Alexander, Helena and David worked on soft similarity and
oft cosine measure, they generalize the well-known cosine similarity
easure in vector space model by introducing soft cosine measure. Au-

hors proposed various formulas for exact or approximate calculation of
oft cosine measure. Experiments shows that soft cosine measure gives
etter performance in case study entrance exam question answering
ask. One of the proposed measures is distance weighed cosine measure,
t is calculated by averaging cosine similarity measure with hamming
istance. Hamming distance counts how many features two vectors do
ot share, it decrease the similarity value of two vectors that share less
eatures. This is because authors claim that cosine similarity is overly bi-
sed by features with higher values and does not care about how many
eatures two vectors share [21] . 

.2. Dissimilarity measures and applications 

Dissimilarity coefficients, d ( S 1 , S 2 )assess the degree to which pat-
erns differ, S 1 and S 2 are string of character. Smaller values indicates
loser or higher resemblance. Distances, differences, reciprocal of simi-
arities, all constitute examples of dissimilarity measures. 

Globally, similarity and dissimilarity are referred to as proximity
easures prox ( S 1 , S 2 ). Proximity values are positive numbers, its range

eing either bounded, such as the interval [0,1] or right unbounded:
rox ( S 1 , S 2 ) ∈ [ 0; +∞] . Similarity and dissimilarity measures have an
nverse relationship [42] . 

Divergence measure has to do with discrimination and inferences.
 new exponential divergence measure for intuitionistic fuzzy sets was
roposed by Rajesh and Satish, [23] , and applied to medical investiga-
ion and pattern recognition [26] . 

Rajesh and Satish, [24] proposed a divergence measure called in-
uitionistic fuzzy Jensen-Tsalli divergence measure, the essence of this
s to measure the vagueness and underlying intuitionistic fuzzy sets. It
as applied to pattern recognition problem and in diagnosis of some
iseases. 

Authors Rajesh and others proposed a new dissimilarity measure
ased on Jensen inequality and 𝛼-nominal divergence measure. This
ethod was proposed to solve multi-attribute decision making (MADM),

ts performance is better than other well known MADM method [25] . 
Rajesh and Satish proposed a new suitable divergence measure for

iscrimination of two probability distributions. The proposed dissimi-
arity measure was applied to pattern recognition [27] . 

A suitable divergence measure was introduced to find the distance
etween two probability distributions, which is very relevant in prob-
ems based on discrimination and inferences. The divergence measure
s based on Shanon entropy. Proposed measure was applied to pat-
ern recognition, and performed better than existing divergence mea-
ures. Proposed measure was extended to intuitionistic fuzzy dissimilar-
ty measure [28] . 

.3. Intuitionistic fuzzy set 

Fuzziness is a concept of human thinking and speaking [11] , which
eals with subjectivity and vague concept. This is in contrast to crisp set
hich gives a true or false concept Fuzzy sets expresses the imprecision
f human thinking and behaviour by appropriate mathematical tools. A
uzzy set is built from a reference set called universe of discourse. 
D. K. Sahoo et al.
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Let X be the universe of discourse 

 = { 𝑥 1 , 𝑥 2 , ...., 𝑥𝑛 } 

Fuzzy set A is in X ( A ⊂X ) 

( 𝑥𝑖, 𝜇( 𝑥𝑖 ))} 

here xi ∈ x and 𝜇A : x → [0, 1] is the membership function of A. 
VA : x → [0, 1] is a non-membership function of A. 
Intuitionistic fuzzy set [IFS] is a tool for modelling real life problems

ike sale analysis, new product marketing, financial services, negotiation
rocess, psychological investigation etc. [7] . 

One of the most important fact of human thinking is its ability to
ummarize information into fuzzy set that bear an approximation rela-
ion to the primary data. In fuzzy sets, a membership function assigns
o each element of the universe of discourse a number from the unit
nterval to indicate the degree of belongingness to the set under con-
ideration. In most cases, when the degree of membership is expressed,
he degree of non-membership is not expressed. Atanassov introduced
he concept of IFS to resolve this. Intuitionistic fuzzy set expresses the
egree of membership and non-membership with a degree of hesitancy
11] .

IFS within the same universe of discourse can be evaluated for simi-
arity. Lots of researches had been conducted on review of intuitionistic
imilarity and distance measures, and also extension and generation of
ew measures for enhancement. Intuitionistic fuzzy set similarity mea-
ure had been applied extensively to decision making [34,38] , pattern
ecognition [12,35] and linguistic summaries [6,38,39] . 

.4. Related works on existing intuitionistic fuzzy similarity measures and 

pplication 

A new similarity measure was generated from the distance. It was
roven from the research that the new similarity measure is simpler
nd more easily interpreted than the existing methods, and is well suited
o be used with linguistic variables. Proposed similarity measures were
sed to characterize the similarity between linguistic variables. The pro-
osed similarity measures are reliable in applications with compound
inguistic variables. Existing measures are not that friendly with fuzzy
ueries, and defining the degree of similarity between fuzzy sets. [10] 

Xu Zeshui and J Chen reviewed distance and similarity measures
f intuitionistic fuzzy set comprehensively. This shows that distance
nd similarity measures of IFSs are based on geometric distance model,
nd set theoretic approach. Their review indicates that the most widely
sed tools are Hamming distance, Euclidean distance and Hausdourff
istance. The authors defined distance measures between interval val-
ed intuitionistic fuzzy set based on extension of hamming distance,
ormalized Hamming distance, weighted Hamming distance, Euclidean
istance Normalized Euclidean Distance, Weighted Euclidean distance
o interval value intuitionistic fuzzy set. Two other measures were de-
ned by combining Hausdorff metric with weight Hamming distance
nd weight Euclidean distance. There were non-extended methods and
ew proposed methods that satisfied the conditions of the metric. These
ethods have some good geometric properties, that are not as fit as
roposed ones [11] . 

Jun Ye considered the information carried by membership and non-
embership degree in IFSs as a vector representation with two elements.
he author proposed a cosine similarity measure and a weighted cosine
imilarity measure between intuitionistic fuzzy similarity based on the
oncept of cosine similarity measure for fuzzy sets. The proposed mea-
ures were compared with the existing measures to test for efficiency.
esearch revealed that cosine similarity measure is the most reason-
ble. This was demonstrated with application to pattern recognition and
edical diagnosis. Existing similarity measures cannot carry out pattern

ecognition in some cases [36] . 
Jun Ye developed a decision making method with optimism, neu-

ralism and pessimism by use of the Dice similarity measure based on
Decision Support System... 439
he reduct IFSs of interval valued intuitionistic fuzzy set [IVIFS]. The
uthor addressed the issue of decision making method using the dice
imilarity measure between the reduct IFSs of IVIFS to treat the influ-
nces of optimism neutralism and persimism on the multicriteria de-
ision making problem. The author also proposed Jacccard, Dice and
osine similarity measures between intutionistic trapezoidal fuzzy num-
ers that are treated as continuous and applied to multicriteria group
ecision making problems. In fuzzy environment, information available
s imprecise/uncertain, which is a torment for decision maker in the de-
ision making process. Dice is preferred to Jaccard and cosine because it
ives better result when second vector is undefined. Result of Dice simi-
arity measure based on expected interval of trapezoidal fuzzy numbers
as compared with Zeng’s single expected value method with known

riteria weight. This proposed method is simple and effective in the de-
ision making problem with completely unknown criteria weights [37] .

Chandresegar and Seithikurmer applied intuitionistic fuzzy network
or Customer to Business decision making. The method attained intu-
tionistic fuzzy optimization for customer to business, and resolved multi
ecision making problem. The method reduced the complexity of the
ustomers to take best decision with less effort. The method minimized
he decision making criteria by means of assigning the range of sets with
he contribution of similarity degree measures. The method optimized
ustomer to business decision making, and optimize decision making
roblem. Its application to customer to business has not received much
ttention over the internet [34] . 

Dimitris and Elpikini proposed a novel approach to the construction
f cognitive map based on intuitionistic fuzzy logic. The new model
alled intuitionistic fuzzy cognitive map extends fuzzy cognitive map
y considering expert hesitancy in determination of causal relation be-
ween the concept of a domain. It’s advantage over fuzzy cognitive map
odel is that it can incorporate additional information regarding the
esitancy of the experts in the definition of the cause-effect relations be-
ween the concepts involved in a domain. Intuitionistic fuzzy cognitive
ap is capable of modelling real world medical decision making tasks

loser to the way human perceive them. Existing methods lack ability
o perform approximate reasoning and handle incomplete information
13] .

Boran and other authors proposed intuitionistic fuzzy TOPSIS
ethod for evaluation of supplier’s multi-criteria group decision. Intu-

tionistic fuzzy weighted averaging operator was utilized to aggregate
ndividual opinions of decision making for rating the important crite-
ia and alternative. The weight of each criteria was given as linguistic
erms characterized by intuitionistic fuzzy numbers. Intuitionistic fuzzy
perator was utilized to aggregate opinions of decision makers. Ideal so-
utions were calculated based on Euclidean distance. This approach cre-
ted a huge success for multi-criteria decision making problems because
f vague perception of decision maker’s opinions. Proposed method is
ore suitable in this context because criteria provided by decision mak-

rs are difficult to precisely express by crisp data in the selection of
upplier problem [4] . 

Chao-Ming et al. proposed a new similarity measure formula for in-
uitionistic fuzzy set induced by Sugeno integral. This was compared
ith other existing similarity measures for intuitionistic fuzzy set and
ugeno performs better than existing ones, because it provides an oper-
tion similar to expected value. The proposed similarity measure uses a
obust clustering method to recognize the pattern of intuitionistic fuzzy
et. There was no existing method that considered Sugeno integral tech-
ique [12] 

Ejagwa et al. authors showed a novel application of intuitionistic
uzzy set to model the uncertainty and vagueness in career determining
sing normalized Euclidean distance method to measure the distance be-
ween each student and each career respectively. Career was prescribed
ased on smallest distance between each student and each career. Exist-
ng career determination tool lacked the vagueness and hesitancy factor.
areer determination using intuitionistic fuzzy set gave accurate and
roper career choice based on academic performance [7] . 
D. K. Sahoo et al.



Table 1

Intuitionistic Fuzzy similarity values for pattern/text with unequal length.

S/No. Pattern/Text IFV [jaccard, modified canbera, modified bigram] IFV [jaccard, modified canbera, dice]

1 NAILS/NAIL [0.8, 0.2] [0.8, 0.2] [0.25, 0.75] [0.8, 0.2] [0.8, 0.2] [0.14, 0.86]

2 Gallery/Real [0.57, 0.43] [0.667, 0.333] [0.833, 0.167] [0.57, 0.43] [0.667, 0.333] [0.78, 0.22]

3 ANTLER/LATER [0.83, 0.167] [0.83, 0.167] [0.8, 0.2] [0.83, 0.167] [0.83, 0.167] [0.78, 0.22]

4 ANTLER/RENT [0.667, 0.333] [0.667, 0.333] [0.8, 0.2] [0.667, 0.333] [0.667, 0.333] [0.75, 0.25]

5 RENTAL/TEN [0.5, 0.5] [0.5, 0.5] [0.8, 0.2] [0.5, 0.5] [0.5, 0.5] [0.714, 0.286]

6 RENTAL/NET [0.5, 0.5] [0.5, 0.5] [1.0, 0.0] [0.5, 0.5] [0.5, 0.5] [1.0, 0.0]

7 RENTAL/RENT [0.67, 0.33] [0.67, 0.33] [0.4, 0.6] [0.67, 0.33] [0.67, 0.33] [0.25, 0.75]

8 GALLERY/GALL [0.57, 0.43] [0.5, 0.5] [0.5, 0.5] [0.57, 0.43] [0.5, 0.5] [0.33, 0.67]

9 GALLERY/ALL [0.43, 0.57] [0.33, 0.67] [0.67, 0.33] [0.43, 0.57] [0.33, 0.67] [0.50, 0.50]

10 BROAD/ROAD [0.80, 0.20] [0.80, 0.20] [0.25 , 0.75] [0.80, 0.20] [0.80, 0.20] [0.75, 0.25]

11 LARGELY/LAY [0.43, 0.57] [0.50, 0.50] [0.83 , 0.17] [0.43, 0.57] [0.50, 0.50] [0.75, 0.25]

12 LARGELY/GEAR [0.57, 0.43] [0.67, 0.33] [0.67 , 0.33] [0.57, 0.43] [0.67, 0.33] [0.56, 0.44]

13 ACRE/ACE [0.75, 0.25] [0.75, 0.25] [0.67 , 0.33] [0.75, 0.25] [0.75, 0.25] [0.60, 0.40]

14 ACRE/ARE [0.75, 0.25] [0.75, 0.25] [0.67 , 0.33] [0.75, 0.25] [0.75, 0.25] [0.60, 0.40]

15 Alter/Tar [0.6, 0.4] [0.6, 0.4] [1.0, 0.0] [0.6, 0.4] [0.6, 0.4] [1.0, 0.0]

16 Alter/Tear [0.8, 0.2] [0.8, 0.2] [0.75, 0.25] [0.8, 0.2] [0.8, 0.2] [0.71, 0.29]

17 Wean/An [0.5, 0.5] [0.5, 0.5] [0.667, 0.333] [0.5, 0.5] [0.5, 0.5] [0.5, 0.5]

18 SLAIN/SIN [0.60, 0.40] [0.60, 0.40] [0.75, 0.25] [0.60, 0.40] [0.60, 0.40] [0.67, 0.33]

19 SLAIN/AN [0.40, 0.60] [0.40, 0.60] [1.0 , 0.0] [0.40, 0.60] [0.40, 0.60] [1.0 , 0.0]

20 SLAIN/IN [0.40, 0.60] [0.40, 0.60] [0.75 , 0.25] [0.40, 0.60] [0.40, 0.60] [0.60 , 0.40]

21 ACRITICAL/CRITIC [0.67, 0.33] [0.67, 0.33] [0.38 , 0.63] [0.67, 0.33] [0.67, 0.33] [0.30 , 0.70]
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.5. Effect of cognition task on dementia patients 

One of the tools used in psychology to investigate cognitive processes
s anagram task. Adam et al. made a useful contribution to measurement
odels of human cognitive problem solving [2] . Robert, [29] worked

n anagram software for cognitive research, the software provides dif-
erent modes of operation: interactive and automatic. All possible ana-
rams are identified using sorting technique, and the lemma frequency
nformation for all orthographically identical word forms is summed and
rinted. The research did not consider bi-gram frequency in anagrams. 

Ktori presents series of orthographic measures for psycholinguistic
esearch. Orthographic measure factors are word length, word-form fre-
uency, lemma frequency, neighbourhood density, neighbourhood fre-
uency, transposition neighbours [15] . Anagram tasks are frequently
sed in behavioural research to investigate a wide array of cognitive
henomena. Most prominently, they are used to study the cognitive
tages involved in problem solving, specifically insight [29] . Researches
n anagram had explored different methods for detecting orthographic
imilarity between anagrams. Methods like Brute force [18] , Sorting
29] , Bubble sort [9] , Neighbourhood frequency of counting and his-
ogram [14,16,17] , have been used to detect anagram.

In previous researches on the use of anagram task for cognition there
re drawbacks such as restriction of anagram letters to five [30,32] .
here is no standard software for anagram detection, and statistical anal-
sis tool was only used. [14,16] . Oral conduction of anagram test, no
tandard software was developed [31] . 

The existing cognitive software does not incorporate bigram ortho-
raphic structure. It only uses sorting detection technique, and there was
o syllabic structure relationship detection [29] . It makes use of bigram
requency with bubble sort anagram detection without consideration of
osition of characters [9] . The processing time of Anagram detection is
ery high [9,18] 

. Method

.1. Metrics and dissimilarity property 

A distance or metric, d, is a real valued function of two points that
beys the following properties: 

 . 𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ∶ 
 ( 𝑆 1 , 𝑆 2 ) ≥ 0 𝑎𝑛𝑑 𝑑 ( 𝑆 1 , 𝑆 2 ) = 0 ⇔ 𝑆 1 = 𝑆 2

(1)
Decision Support System... 440
 . 𝑆𝑦𝑚𝑚𝑒𝑡𝑟𝑦𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 ∶ 
𝑑( 𝑆 1 , 𝑆 2 ) = 𝑑( 𝑆 2 , 𝑆 1 )

(2)

 . 𝑇 𝑟𝑖𝑎𝑛𝑔 𝑙𝑒𝑖𝑛𝑒𝑞 𝑢𝑖𝑡𝑦 ∶ 
𝑑( 𝑆 1 , 𝑆 3 ) ≤ 𝑑( 𝑆 1 , 𝑆 2 ) + 𝑑( 𝑆 2 , 𝑆 3 )

(3)

 ℎ𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑠𝑢𝑏𝑠𝑢𝑚𝑒𝑠𝑡ℎ𝑒𝑓𝑜𝑙 𝑙 𝑜𝑤𝑖𝑛𝑔𝑡𝑤𝑜𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑎𝑥𝑖𝑜𝑚𝑠 ∶ 
 . 𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑒𝑜𝑓𝑠𝑒𝑙 𝑓 − 𝑠𝑖𝑚𝑖𝑙 𝑎𝑟𝑖𝑡𝑦 ∶ 
𝑑( 𝑆 1 , 𝑆 1 ) = 𝑑( 𝑆 2 , 𝑆 2 )

(4)

 . 𝑀𝑖𝑛𝑖𝑚𝑎𝑙 𝑖𝑡𝑦𝑜𝑓𝑠𝑒𝑙 𝑓 − 𝑠𝑖𝑚𝑖𝑙 𝑎𝑟𝑖𝑡𝑦 ∶ 
( 𝑆 1 , 𝑆 2 ) ≤ 𝑑( 𝑆 2 , 𝑆 1 )

(5)

.2. Similarity as a relation 

𝑠𝑖𝑚𝑖𝑙 𝑎𝑟𝑖𝑡𝑦𝑟𝑒𝑙 𝑎𝑡𝑖𝑜𝑛𝑜𝑛𝑎𝑠𝑒𝑡𝑈𝑖𝑠𝑎𝑓𝑢𝑧𝑧𝑦𝑏𝑖𝑛𝑎𝑟𝑦𝑟𝑒𝑙 𝑎𝑡𝑖𝑜𝑛

 ∶ 𝑈 ×𝑅 → [ 0 , 1 ] 𝐻𝑜𝑙 𝑑𝑖𝑛𝑔𝑡ℎ𝑒𝑓𝑜𝑙 𝑙 𝑜𝑤𝑖𝑛𝑔𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 ∶ 
𝑒𝑓𝑙𝑒𝑥𝑖𝑣𝑒 ∶ 
 ( 𝑥, 𝑥 ) = 1 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑥 ∈ 𝑈 

(6)

𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 ∶ 
 ( 𝑥, 𝑦 ) = 𝑅 ( 𝑦, 𝑥 ) 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑥, 𝑦 ∈ 𝑈 

(7)

 𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑣𝑒 ∶ 
 ( 𝑥, 𝑧 ) ≥ 𝑅 ( 𝑥, 𝑦 )Δ𝑅 ( 𝑦, 𝑧 ) 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑥, 𝑦 , 𝑧 ∈ 𝑈 

 ℎ𝑒𝑟𝑒 𝑡ℎ𝑒 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 𝑖𝑠 𝑎𝑛 𝑎𝑟𝑏𝑖𝑡𝑟𝑎𝑟𝑦 𝑡 − 𝑛𝑜𝑟𝑚 ∶ [ 0 , 1 ] × [ 0 , 1 ] → [ 0 , 1 ] 
(8)

It is a binary operator which is commutative, associative, monotone
n both arguments and 1Δ𝑥 = 𝑥 . Hence it subsumes the classical two
alued conjuction operator. A relation of similarity x 1 and x 2 is written
s x 1 ~ x 2 [3] . 

.3. Concept of intuitionistic fuzzy similarity measure 

Let X be a nonempty set. An intuitionistic fuzzy set A in X is an object
aving the form: 

 = 

{(
𝑥, 𝜇𝐴 ( 𝑥 ) , 𝑉 𝐴 ( 𝑥 ) 

)
∶ 𝑥 ∈ 𝑋 

}
here 𝜇A ( x ), V A ( x ): x → [0, 1] define respectively the degree of mem-

ership and nonmembership of the element x ∈ X to the set A, which is
he subset of X. 

Also, for every element x ∈ X , 0 ≤ 𝜇A ( x ), V A ( x ) ≤ 1. 
Thus, 𝜋𝐴 ( 𝑥 ) = 1 − 𝜇𝐴 ( 𝑥 ) − 𝑉 𝐴 ( 𝑥 ) is called the intuitionistic fuzzy set

ndex or is called hesitation margin of x in A. 𝜋A ( x ) is the degree of
ndeterminacy of x ∈ X to the IFS A and 𝜋A ( x ) ∈ [0, 1] i.e. 𝜋A ( x ): x → [0,
] and 0 ≤ 𝜋 ( x ) ≤ 1 for every x ∈ X [41] .
D. K. Sahoo et al.



Table 2

Intuitionistic Fuzzy similarity measure [IFSM] of pattern/text with unequal lengths.

Pattern/Text Linguistic Variable (anagram) Euc. New Bigram Euc. Dice Can. New Bigram Can. Dice Ham. New Bigram Ham. Dice

NAILS/NAIL Simple 0.710 0.680 0.728 0.703 0.387 0.347

Moderate 0.816 0.749 0.896 0.751 0.720 0.424

Hard 0.739 0.649 0.833 0.803 0.577 0.518
Gallery/Real Weak 0.73 0.77 0.748 0.762 0.419 0.442

Moderate 0.91 0.94 0.896 0.913 0.720 0.760

Hard 0.93 0.93 0.876 0.880 0.674 0.681
ANTLER/LATER Simple 0.586 0.596 0.656 0.660 0.282 0.288

Moderate 0.862 0.869 0.801 0.807 0.514 0.525

Hard 0.998 0.997 0.978 0.971 0.936 0.916
ANTLER/RENT Weak 0.733 0.76 0.731 0.74 0.393 0.413

Moderate 0.95 0.97 0.904 0.913 0.716 0.753

Hard 0.95 0.95 0.895 0.89 0.766 0.729
RENTAL/TEN Weak 0.835 0.888 0.819 0.843 0.549 0.598

Moderate 0.942 0.835 0.875 0.819 0.670 0.549

Hard 0.835 0.803 0.819 0.766 0.549 0.449
RENTAL/NET Weak 0.684 0.684 0.766 0.766 0.449 0.449

Moderate 0.835 0.835 0.819 0.819 0.549 0.549

Hard 0.803 0.803 0.766 0.766 0.449 0.449
RENTAL/RENT Weak 0.867 0.848 0.837 0.796 0.586 0.505

Moderate 0.952 0.877 0.895 0.851 0.716 0.616

Hard 0.823 0.713 0.801 0.762 0.514 0.442
GALLERY/GALL Weak 0.952 0.957 0.883 0.893 0.690 0.713

Moderate 0.979 0.921 0.927 0.876 0.795 0.673

Hard 0.793 0.697 0.759 0.717 0.436 0.369
GALLERY/ALL Weak 0.926 0.985 0.886 0.937 0.696 0.822

Moderate 0.900 0.895 0.845 0.836 0.604 0.584

Hard 0.689 0.640 0.723 0.685 0.379 0.320
BROAD/ROAD Weak 0.710 0.680 0.728 0.703 0.387 0.347

Moderate 0.816 0.749 0.779 0.751 0.472 0.424

Hard 0.739 0.649 0.833 0.803 0.577 0.518
LARGELY/LAY Weak 0.820 0.875 0.829 0.852 0.570 0.619

Moderate 0.910 0.940 0.845 0.869 0.604 0.656

Hard 0.795 0.795 0.791 0.787 0.495 0.486
LARGELY/GEAR Weak 0.842 0.882 0.791 0.820 0.495 0.486

Moderate 0.990 0.993 0.947 0.954 0.494 0.552

Hard 0.916 0.878 0.848 0.817 0.850 0.869
ACRE/ACE Weak 0.729 0.752 0.725 0.741 0.380 0.407

Moderate 0.952 0.956 0.885 0.905 0.693 0.741

Hard 0.977 0.956 0.925 0.905 0.972 0.741
ACRE/ARE Weak 0.729 0.752 0.725 0.741 0.380 0.407

Moderate 0.952 0.956 0.885 0.905 0.693 0.741

Hard 0.977 0.956 0.925 0.905 0.972 0.741
SLAIN/SIN Weak 0.816 0.860 0.779 0.801 0.472 0.513

Moderate 0.978 0.996 0.951 0.978 0.861 0.935

Hard 0.921 0.907 0.861 0.837 0.638 0.587
SLAIN/AN Weak 0.698 0.698 0.819 0.819 0.549 0.549

Moderate 0.787 0.787 0.766 0.766 0.449 0.449

Hard 0.698 0.698 0.717 0.717 0.368 0.368
SLAIN/IN Weak 0.884 0.961 0.890 0.935 0.705 0.819

Moderate 0.902 0.923 0.833 0.875 0.577 0.670

Hard 0.724 0.698 0.754 0.717 0.427 0.368
ACRITICAL/CRITIC Weak 0.867 0.843 0.830 0.791 0.572 0.495

Moderate 0.942 0.865 0.887 0.845 0.698 0.605

Hard 0.806 0.698 0.795 0.757 0.501 0.434

Sum 45.606 44.94 44.71 44.22 31.59 30.41

Average 0.84456 0.8323 0.8278 0.8189 0.5849 0.5631
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.3.1. Conditions for intuitionistic fuzzy similarity measure 

A mapping S: IFS × IFS → [0, 1], S ( A, B ) is said to be the degree of
imilarity between A ∈ IFSs ( x ) and B ∈ IFSs ( x ), if S ( A, B ) satisfies the
ollowing condition: 

Let S be real function S such that: 
𝐼 𝐹 𝑆 × 𝐼 𝐹 𝑆 → 𝑅 

+ . S is called a similarity measure if it satisfies the
ollowing conditions [11] : 

𝑆1 − 0 ≤ 𝑆( 𝐴, 𝐵) ≤ 1 
𝑆2 − 𝑆( 𝐴, 𝐵) = 1 𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝐴 = 𝐵 

𝑆3 − 𝑆( 𝐴, 𝐵) = 𝑆( 𝐵, 𝐴 ) 
𝑆4 − 𝑆( 𝐴, 𝐶) ≤ 𝑆( 𝐴, 𝐵) 𝑎𝑛𝑑 𝑆( 𝐴, 𝐶) 

𝑓 𝐴 ⊆ 𝐵 ⊆ 𝐶, 𝐶 ∈ 𝐼𝐹 𝑆𝑠 ( 𝑋) 𝑅
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.3.2. Properties of intuitionistic fuzzy relation 

Reflexive: 
An intuitionistic fuzzy relation R ( x 1 × x 2 ) is said to be reflexive if 

 ( 𝑥 1 × 𝑥 2 )
𝑥 1 , 𝑥 2 ∈ 𝑋, 𝜇𝑅 ( 𝑥 1 , 𝑥 1 ) = 1

Symmetric: if x 1 , x 2 ∈ X 

𝑅 ( 𝑥 1 , 𝑥 2 ) = 𝜇𝑅 ( 𝑥 2 , 𝑥 1 ) 𝑎𝑛𝑑
 𝑅 ( 𝑥 1 , 𝑥 2 ) = 𝑉 𝑅 ( 𝑥 2 , 𝑥 1 )

Transitive: 
If R 

2 is a subset of R where 

2 

 = 𝑅 𝑜 𝑅

D. K. Sahoo et al.



Fig. 1. Representation of the working principle of Cognition Assessment Decision Making.
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.4. Algorithm for intuitionistic fuzzy cognition assessment decision making

1 Calculate the system word and patient’s word for characteris-
tic feature x 1 : character length using modified Canberra similarity
and distance measures for determination of membership and non-
membership 𝜇, v respectively. 

𝜇( 𝑥 1 ) = 1 − |𝐴 | − |𝐵 ||𝐴 | (9)

𝑣 ( 𝑥 1 ) =
|𝐴 | − |𝐵 ||𝐴 | (10)

2 Calculate the system word and patient’s word for characteristic
feature x 2 : character entailment using Jaccard similarity and distance
measures for determination of membership and non-membership 𝜇,
Decision Support System... 442
v respectively. 

𝜇( 𝑥 2 ) = 

|𝐴 ∩ 𝐵 ||𝐴 ∪ 𝐵 | (11)

𝑣 ( 𝑥 2 ) = 1 − 

|𝐴 ∩ 𝐵 ||𝐴 ∪ 𝐵 | (12)

3 Calculate the system word and patient’s word for characteristic
feature x 3 : character entailment using modified Bigram (proposed
method) distance and similarity measures for determination of mem-
bership and non-membership 𝜇, v respectively. 

𝜇( 𝑥 3 ) = 1 − 

𝑏𝑖𝑔𝑟𝑎𝑚 ( |𝐴 ∩ 𝐵 |) 
max ( |𝑏𝑖𝑔𝑟𝑎𝑚𝐴 |, |𝑏𝑖𝑔𝑟𝑎𝑚𝐵 |) (13)

𝑣 ( 𝑥 ) = 

𝑏𝑖𝑔𝑟𝑎𝑚 ( |𝐴 ∩ 𝐵 |) 
(14)
max ( |𝑏𝑖𝑔𝑟𝑎𝑚𝐴 |, |𝑏𝑖𝑔𝑟𝑎𝑚𝐵 |) 
D. K. Sahoo et al.



Table 3

Processing Time of IFSM with modified bigram and IFSM dice for selected text and pattern.

S/No. Euclidean Dice(ms) Euclidean Bigram (ms) Canberra Dice (ms) Canberra Bigram (ms) Hamming Dice (ms) Hamming Bigram (ms)

1 1.00 0.992 1.00 1.00 0.999 1.00

2 1.00 0.999 1.00 1.00 0.999 0.999

3 1.00 0.995 0.999 1.00 1.00 1.00

4 1.00 0.999 1.015 0.999 1.00 1.00

5 0.999 0.997 1.00 0.999 1.00 0.999

6 0.999 0.998 1.000 1.00 1.00 1.00

7 1.00 0.999 1.000 0.999 1.00 1.00

8 1.00 1.015 0.999 1.00 1.015 1.00

9 1.015 1.015 1.000 1.00 1.00 1.015

10 0.999 0.999 1.000 1.00 1.00 0.999

11 1.00 0.999 1.000 1.001 1.00 1.015

12 1.00 0.999 1.000 0.999 1.015 1.00

13 1.00 1.013 1.015 1.015 1.00 0.999

14 1.00 0.997 1.00 1.015 1.015 1.00

15 1.00 0.997 1.015 1.00 1.00 1.015

Sum 15.012 15.003 15.043 15.027 15.043 15.031

Avg 1.8765 1.8754 1.8804 1.8784 1.8804 1.8789

Cost 0.450072 0.443805 0.44026 0.435067 0.311071 0.299727
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4 Intuitionistic fuzzy value is generated as: 

𝐴 𝑖 ( 𝑥 ) = 

(
𝜇( 𝑥 1 ) , 𝑣 ( 𝑥 1 )

)
,
(
𝜇( 𝑥 2 ) , 𝑣 ( 𝑥 2 )

)
,
(
𝜇( 𝑥 3 ) , 𝑣 ( 𝑥 3 )

)
5 Set the linguistic variables as: 

𝑆𝑖𝑚𝑝𝑙𝑒 ∶ [ 0 . 4 , 0 . 6 ] [ 0 . 4 , 0 . 6 ] [ 0 . 4 , 0 . 6 ] = 𝐵 1 ( 𝑥 )
𝑀𝑜𝑑𝑒𝑟𝑎𝑡𝑒 ∶ [ 0 . 6 , 0 . 4 ] [ 0 . 6 , 0 . 4 ] [ 0 . 6 , 0 . 4 ] = 𝐵 2 ( 𝑥 )
𝐻𝑎𝑟𝑑 ∶ [ 0 . 8 , 0 . 2 ] [ 0 . 8 , 0 . 2 ] [ 0 . 8 , 0 . 2 ] = 𝐵 3 ( 𝑥 )

6 Intuitionistic fuzzy degree is evaluated between the set IFV and gen-
erated IFV for linguistic variables: 

𝑆 𝐼𝐹𝑆𝑀 

( 𝐴 𝑖 ( 𝑥 ) , 𝐵 𝑖 ( 𝑥 )) 

7 The patient’s input is classified as IFV and linguistic variable with
highest intuitionistic fuzzy similarity value: 

max 
[
( 𝐴 𝑖 ( 𝑥 ) , 𝐵 1 ( 𝑥 )) , ( 𝐴 𝑖 ( 𝑥 ) , 𝐵 2 ( 𝑥 )) , ( 𝐴 𝑖 ( 𝑥 ) , 𝐵 3 ( 𝑥 ))

]
Equations 9 – 14 are for converting Doctor’s and Patient’s Words to

FV. Eqs. (10) and (14) are modified Canberra and Dice respectively.
he modified methods gives higher IFV values, emphasis is more on
he modified method in Eq. (14) i.e. modified bigram because it is used
o measure the characteristic word permutation. This characteristic is
dded to character entailment and length measure, to improve word
ognition measure. Step 5 shows the threshold for classifying IFSMs,
his is based on Evan’s calibration. Steps 6 and 7 indicates how IFV are
onverted to IFSM and classified to simple, moderate and hard. 

.5. Modified and extended intuitionistic fuzzy distance measures for 

lassification of intuitionistic fuzzy values of text and pattern 

The formulas for conversion of strings into intuitionistic fuzzy val-
es above in Eqs. (9) - 14 will be adapted into IFSM.Anagram detection
ill be broadened by improving detection from [True/False] to Type-
 Anagram Detection i.e. using the linguistic terms A1- Not Anagram,
2- weak Anagram, A3- Average Anagram and A4- Hard Anagram. The

FV obtained from Eq. (9) - 14 will be classified to type-1 anagram using
odified and extended methods in Eqs. (18) –(20). 

The similarity measure between IFS A and B as follows: 

 ( 𝐴, 𝐵 ) = 

𝑓 ( 𝑑 𝐻 ( 𝐴,𝐵))− 𝑓 (1)
𝑓 (0)− 𝑓 (1) 

( 𝐴, 𝐵) 𝑠𝑎𝑡𝑖𝑠𝑓 𝑖𝑒𝑠 𝑡ℎ𝑒 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 𝑜𝑓 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 
 ℎ𝑒 𝑠𝑖𝑚𝑝𝑙𝑒𝑠𝑡 𝑓 𝑡ℎ𝑎𝑡 𝑐𝑎𝑛 𝑏𝑒 𝑐ℎ𝑜𝑠𝑒𝑛 𝑖𝑠 ∶ 
( 𝑥 ) = 1 − 𝑥 

(15)
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Similarity measure between A and B is denoted as follows: 

( 𝐴, 𝐵) = 1 − 𝑑 𝐻 

( 𝐴, 𝐵) 

 𝐻 

( 𝐴, 𝐵) = 

[ 
𝑛 ∑
𝑖 =1 

||𝑎 𝑖 − 𝑏 𝑖 
||𝐻 

] 1 ∕ 𝐻
 ℎ𝑖𝑠 𝑑𝑒𝑛𝑜𝑡𝑒𝑠 𝑑𝑖𝑠 tan 𝑐𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝑖𝑡 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 𝑡ℎ𝑒 𝐻𝑡ℎ 
𝑟𝑑𝑒𝑟 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑜 int 𝑠 𝑎 𝑎𝑛𝑑 𝑏. 
 ℎ𝑒𝑛 𝐻 = 1 𝑎𝑛𝑑 𝐻 = ∞

 1 ( 𝐴, 𝐵) =
[ 
𝑛 ∑
𝑖 =1 

||𝑎 𝑖 − 𝑏 𝑖 
||𝐻 

]
 ∞( 𝐴, 𝐵) = max 

𝑖 

||𝑎 𝑖 − 𝑏 𝑖 
||

(16)

Also an exponential operation is highly useful in dealing with a sim-
larity relation. Thus 

( 𝑥 ) = 𝑒 − 𝑥 (17)

.5.1. Modified Euclidean intuitionistic fuzzy similarity measure based on 

xponential function 

 𝐼𝐹𝑆 ( 𝐴, 𝐵) = 

𝑛 ∑
𝑖 =1 

|𝜇𝐴 ( 𝑥 𝑖 )− 𝜇𝐵 ( 𝑥 𝑖 ) |2 + |𝑉 𝐴 ( 𝑥 𝑖 )− 𝑉 𝐵 ( 𝑥 𝑖 ) |2 
2( |𝜇𝐴 ( 𝑥 𝑖 )+ 𝜇𝐵 ( 𝑥 𝑖 ) |+ |𝑉 𝐴 ( 𝑥 𝑖 )+ 𝑉 𝐵 ( 𝑥 𝑖 ) |) 

 𝑛𝑒𝑤 1 ( 𝐴, 𝐵) = 𝑒 − 𝐸 𝐼𝐹𝑆 ( 𝐴,𝐵)
(18)

.5.2. Modified Canberra intuitionistic fuzzy similarity measure based on 

xponential function 

 𝐴 𝐼𝐹𝑆 ( 𝐴, 𝐵) = 

𝑛 ∑
𝑖 =1 

|𝜇𝐴 ( 𝑥 𝑖 )− 𝜇𝐵 ( 𝑥 𝑖 ) |+ |𝑉 𝐴 ( 𝑥 𝑖 )− 𝑉 𝐵 ( 𝑥 𝑖 ) ||𝜇𝐴 ( 𝑥 𝑖 )+ 𝜇𝐵 ( 𝑥 𝑖 ) | + |𝑉 𝐴 ( 𝑥 𝑖 )+ 𝑉 𝐵 ( 𝑥 𝑖 ) |
 𝐴 𝐼𝐹𝑆 ( 𝐴, 𝐵) − 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝐶𝑎𝑛𝑏𝑒𝑟𝑟𝑎 𝐼𝑛𝑡𝑢𝑖𝑡𝑖𝑜𝑛𝑖𝑠𝑡𝑖𝑐 𝐹 𝑢𝑧𝑧𝑦 𝑑𝑖𝑠 tan 𝑐𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 
 𝑛𝑒𝑤 2 = 𝑒 − 𝐶 𝐴 𝐼𝐹𝑆 ( 𝐴,𝐵)

(19)

.5.3. 3.11.3 modified hamming intuitionistic fuzzy similarity measure 

ased on exponential function 

 𝐼𝐹𝑆 ( 𝐴, 𝐵) = 

𝑛∑
𝑖 =1

|𝜇𝐴 ( 𝑥 𝑖 )− 𝜇𝐵 ( 𝑥 𝑖 ) |+ |𝑉 𝐴 ( 𝑥 𝑖 )− 𝑉 𝐵 ( 𝑥 𝑖 ) |
2 

 𝑛𝑒𝑤 3 = 𝑒 − 𝐻 𝐼𝐹𝑆 ( 𝐴,𝐵)

 𝐼𝐹𝑆 ( 𝐴, 𝐵) − 𝐻𝑎𝑚 min 𝑔 int 𝑢𝑖𝑡𝑖𝑜𝑛𝑖𝑠𝑡𝑖𝑐 𝑓𝑢𝑧𝑧𝑦 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 

(20)

. Result

Previous researches explored the use of anagram detection tech-
iques like brute force, sorting, counting and histogram with
D. K. Sahoo et al.



Fig. 2. EBIFSM, CBIFSM, HBIFSM.
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omplexitiesO( n !),O( n 2 ),O( n ), O( n )respectively. They all returns crisp
alues i.e. gives information on the pattern and text been anagram or
ot anagram. The only difference is their processing time. Old meth-
ds compares pattern and text, to return crisp value i.e. 0 or 1, it re-
urns true or false without giving any idea about the level of member-
hip/ non-membership. The existing algorithms for anagram detection
ethod such as sorting, counting, neighbourhood frequency considers

haracter length and character entailment. These characteristics cannot
eveal the degree of anagram membership i.e. strong/moderate/simple.
he best existing anagram detection technique is counting, it gives the
ame crisp value like other techniques but runs at a faster processing
ime. 

Similarity values for existing and proposed methods: 
Experiment was performed using 250 words, some of these were rep-

esented on Tables 1 and 2 . The IFV generated for character length,
ntailment and permutation of character using modified Canberra, Jac-
ard, Dice (old method for permutation of characters) and Modified bi-
ram (modified dice proposed method for permutation of characters) as
tated in algorithm 3.4 steps 1–3, Table 1 depicts generated IFV for some
ata set. IFVs were passed for classification to proposed IFSMs Exponen-
ial base Euclidean, Canberra and Hamming in steps 4–7, Table 2 depicts
his. All these steps are depicted in Fig. 1 . Similarity values of existing
ethods are lower than that of proposed methods, the same goes with

he cost which is determined by similarity value with respect to pro-
essing time, Table 3 depicts processing time. The proposed method IF-
Ms Exponential base Euclidean with modified bigram gives the highest
imilarity value and cost, hence the most effective value, followed by
anberra and Hamming with modified bigram. Fig. 2 depicts these, Ta-
le 6 shows the processing time of the existing and proposed methods
espectively . 

𝑜𝑠𝑡 = 

𝑣𝑎𝑙𝑢𝑒

𝑡𝑖𝑚𝑒
(21)

. Conclusion

The measure of patient’s word cognition is dependent on the text
upplied by the patient. The character length, entailment and syllabic
Decision Support System... 444
omplexity relationship between the text/ pattern of patient/doctor’s
andomly generated word is measured by selected and modified simi-
arity measures of the text. These measures gives the intuitionistic fuzzy
alue of text supplied by patient. The generated IFV is classified using
ype-1 intuitionistic fuzzy threshold by author in [8] This classifies into
imple, moderate and hard. 

The tool intuitionistic fuzzy similarity measures gives a better word
ognition measure compared to existing crisp measure. This is to en-
ance classification to type-1 technique in contrast to Boolean method.
lso the Boolean/ crisp method is restricted to character length and en-

ailment in feature. Thus it is not easy to determine the relationship
etween pattern/ text. 

Previous approaches to orthographic similarity of anagrams were
ased on Brute force, Sorting, Orthographic neighbourhood frequency.
ser defined vocabularies and orthographic parameters were used for
rthographic verification. Experiment revealed that the measures has
he capacity to test for orthographic similarity of anagram through char-
cter entailment verification only. The drawback thus, lies in lack of
haracter position verification and syllabic relationship test which are
ery vital while testing user’s working memory capacity i.e. the well-
ess of the state of mind. These draw backs can be adapted into an en-
anced anagram/scrabble measure through intuitionistic fuzzy set sim-
larity measures, existing and modified IFSM measures were tested with
umerical examples. These shows that a more accurate detection and
lassification can be derived through IFSM of anagrams/scrabble words.
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